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Summary

The linear multiregression dynamic model (LMDM) is a Bayesian dynamic model which preserves any conditional independence and causal structure across a multivariate time series. The conditional independence structure is used to model the multivariate series by separate (conditional) univariate dynamic linear models, where each series has contemporaneous variables as regressors in its model. Calculating the forecast covariance matrix in the LMDM is not always straightforward in its current formulation. In this paper we introduce a simple algebraic form for calculating LMDM forecast covariances. Calculation of the covariance between model regression components can also be useful and we shall present a simple algebraic method for calculating these component covariances. In the LMDM formulation, certain pairs of series are constrained to have zero forecast covariance. We shall also introduce a possible method to relax this restriction.
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1 Introduction.

A linear multiregression dynamic model (LMDM) (Queen and Smith, 1993) is a multivariate Bayesian dynamic model (West and Harrison, 1997). The LMDM is suitable for any multivariate time series for which there is a conditional independence structure and some causal driving mechanism within the system. For example, Queen (1994) uses the LMDM to model monthly brand sales in a competitive market. In this application the competition in the market is the causal drive within the system and is used to define a conditional independence structure across the time series. As another example, Queen and Wright (2005) use the LMDM to model hourly vehicle counts at various points in a traffic network. Here, the direction of traffic flow produces the causal drive in the system and the possible
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routes through the network are used to define a conditional independence structure across the time series. There are many other potential application areas, including problems in economics (modelling various economic indicators such as energy consumption and GDP), environmental problems (such as water and other resource management problems), industrial problems (such as product distribution flow problems), medical problems (such as patient physiological monitoring), and so on.

The LMDM uses the conditional independence and causal structure within the system to decompose a multivariate time series model into simpler (conditional) univariate dynamic linear models (DLMs) (West and Harrison, 1997), where each series has contemporaneous variables as regressors in its model. The LMDM is analogous to a non time series graphical model in that the conditional univariate models are computationally simple to work with (in this case univariate DLMs), while the joint distribution can be highly complex.

When using the LMDM it is important to be able to calculate the forecast covariance matrix for the series. Not only is this of interest in its own right, it is also required for calculating the forecast variances for the individual series. Queen and Smith (1993) presented a recursive form for the covariance matrix, but this is not in an algebraic form which is always simple to use in practice. In this paper we introduce a simple algebraic method for calculating forecast covariances.

Following the superposition principle (see West and Harrison (1997), p98), each conditional univariate DLM in an LMDM can be thought of as the sum of individual model components. For example, a DLM may have a trend component, a regression component, and so on. In an LMDM it can be useful to calculate the covariance between individual DLM regression components for different series and here we introduce a simple algebraic method for calculating such component covariances.

The paper is structured as follows. In the next section the LMDM is described and then Section 3 presents a simple algebraic method for calculating the LMDM one step ahead forecast covariance matrix. Component covariances are introduced in Section 4, along with a simple method to calculate them. In the LMDM formulation, certain pairs of series are constrained to have zero forecast covariance and Section 5 introduces a possible method to relax this restriction. Finally, Section 6 gives some concluding remarks.
2 The Linear Multiregression Dynamic Model

We have a multivariate time series $Y_t = (Y_t(1), \ldots, Y_t(n))^T$. Suppose that the series is ordered and that the same conditional independence and causal structure is defined across the series through time, so that at each time $t = 1, 2, \ldots$, we have

$$Y_t(r) \perp \{\{Y_t(1), \ldots, Y_t(r-1)\} \setminus \text{pa}(Y_t(r))\} \mid \text{pa}(Y_t(r)) \quad \text{for } r = 2, \ldots, n$$

which reads “$Y_t(r)$ is independent of $\{Y_t(1), \ldots, Y_t(r-1)\} \setminus \text{pa}(Y_t(r))$ given $\text{pa}(Y_t(r))$” (using the notation that “\setminus” reads “excluding”), where $\text{pa}(Y_t(r)) \subseteq \{Y_t(1), \ldots, Y_t(r-1)\}$.

Suppose further that there is a conditional independence and causal structure defined for the processes so that, if $Y^t = (Y_t(1), \ldots, Y_t(r))^T$,

$$Y_t(r) \perp \{\{Y^t(1), \ldots, Y^t(r-1)\} \setminus \text{pa}(Y^t(r))\} \mid \text{pa}(Y^t(r)), Y^{t-1}(r) \quad \text{for } r = 2, \ldots, n.$$  

Each variable in the set $\text{pa}(Y_t(r))$ is called a parent of $Y_t(r)$ and $Y_t(r)$ is known as a child of each variable in the set $\text{pa}(Y_t(r))$. These conditional independence relationships at each time point $t$ can be usefully represented pictorially by a directed acyclic graph (DAG) (see for example, Smith (1990)), where there is a directed arc to $Y_t(i)$ from each of its parents. We shall call any series which does not have any parents a root node and list all root nodes before any children in the ordered series $Y_t$. For example, Figure 1 shows a DAG for five time series at time $t$, where $\text{pa}(Y_t(2)) = \emptyset$, $\text{pa}(Y_t(3)) = \{Y_t(1), Y_t(2)\}$, $\text{pa}(Y_t(4)) = \{Y_t(3)\}$ and $\text{pa}(Y_t(5)) = \{Y_t(3), Y_t(4)\}$. Both $Y_t(1)$ and $Y_t(2)$ are root nodes.

Denote the information available at time $t$ by $D_t$. An LMDM has the following system equation and $n$ observation equations for all times $t = 1, 2, \ldots$.
Observation equations: \[ Y_t(r) = F_t(r)^T \theta_t(r) + v_t(r), \quad v_t(r) \sim N(0, V_t(r)) \quad 1 \leq r \leq n \]

System equation: \[ \theta_t = G_t \theta_{t-1} + w_t, \quad w_t \sim N(0, W_t) \]

Initial Information: \( (\theta_0 | D_0) \sim N(\theta_0, C_0) \).

The vector \( F_t(r) \) contains the parents \( \text{pa}(Y_t(r)) \) and possibly other known variables (which may include \( Y^{t-1}(r) \) and \( \text{pa}(Y^{t-1}(r)) \)); \( \theta_t(r) \) is the parameter vector for \( Y_t(r) \); \( V_t(1), \ldots V_t(n) \) are the scalar observation variances; \( \theta_t^T = (\theta_t(1)^T, \ldots, \theta_t(n)^T) \); and the matrices \( G_t, W_t \) and \( C_0 \) are all block diagonal. The error vectors, \( v_t^T = \{v_t(1), \ldots, v_t(n)\} \) and \( w_t^T = \{w_t(1)^T, \ldots, w_t(n)^T\} \), are such that \( v_t(1), \ldots, v_t(n) \) and \( w_t(1), \ldots, w_t(n) \) are mutually independent and \( \{v_t, w_t\}_{t \geq 1} \) are mutually independent with time.

The LMDM therefore uses the conditional independence structure to model the multivariate time series by \( n \) separate univariate models — for \( Y_t(1) \) and \( Y_t(r)|\text{pa}(Y_t(r)) \), \( r = 2, \ldots, n \). For those series with parents, each univariate model is simply a regression DLM with the parents as linear regressors. For root nodes, any suitable univariate DLM may be used. For example, consider the DAG in Figure 1. As \( Y_t(1) \) and \( Y_t(2) \) are both root nodes, each of these series can be modelled separately in an LMDM using any suitable univariate DLMs. \( Y_t(3), Y_t(4) \) and \( Y_t(5) \) all have parents and so these would be modelled by (separate) univariate regression DLMs with the two regressors \( Y_t(1) \) and \( Y_t(2) \) for \( Y_t(3) \)’s model, the single regressor \( Y_t(3) \) for \( Y_t(4) \)’s model and the two regressors \( Y_t(3) \) and \( Y_t(4) \) for \( Y_t(5) \)’s model.

As long as \( \theta_t(1), \theta_t(2), \ldots, \theta_t(n) \) are mutually independent a priori, each \( \theta_t(r) \) can be updated separately in closed form from \( Y_t(r) \)’s (conditional) univariate model. Forecasts for \( Y_t(1) \) and \( Y_t(r)|\text{pa}(Y_t(r)) \), \( r = 2, \ldots, n \), can also be found separately using established DLM results (see West and Harrison (1997) for details).

As the LMDM uses contemporaneous variables as regressors, we need the marginal forecasts for \( Y_t(1), \ldots, Y_t(n) \). Unfortunately, the marginal forecast distributions will not generally be of a simple form. However, the marginal forecast means, variances and covariances are adequate for forecasting purposes and these can be calculated.

The forecast covariance matrix is not only of interest in its own right, but the marginal forecast covariance matrix for \( \text{pa}(Y_t(r)) \) is also required for calculating the marginal forecast variance for \( Y_t(r) \). Queen and Smith (1993) gave a recursive form for calculating the marginal forecast covariance matrix. However, this is not always easy to use in practice.
The next section presents a simple algebraic form for calculating the marginal forecast covariances.

3 Simple calculation of marginal forecast covariances

From Queen and Smith (1993), the marginal forecast covariance between \( Y_t(i) \) and \( Y_t(r) \), \( i < r \), can be calculated recursively using,

\[
\text{cov}(Y_t(i), Y_t(r)|D_{t-1}) = E(Y_t(i) \cdot E(Y_t(r)|Y_t(1), \ldots, Y_t(r-1), D_{t-1})|D_{t-1})
\]

\[
- E(Y_t(i)|D_{t-1})E(Y_t(r)|D_{t-1}).
\]  

In this paper we shall use this to derive a simple algebraic form for calculating these forecast covariances. In what follows let \( \mathbf{a}_t(r) \) be the prior mean for \( \theta_t(r) \).

**Theorem 1** In an LMDM, let \( Y_t(j_1), \ldots, Y_t(j_{m_r}) \) be the \( m_r \) parents of \( Y_t(r) \). Then for \( i < r \),

\[
\text{cov}(Y_t(i), Y_t(r)|D_{t-1}) = \sum_{l=1}^{m_r} \text{cov}(Y_t(i), Y_t(j_l)|D_{t-1})a_t(r)^{(j_l)},
\]

where \( a_t(r)^{(j_l)} \) is the element of \( \mathbf{a}_t(r) \) associated with the parent regressor \( Y_t(j_l) \) — i.e. \( a_t(r)^{(j_l)} \) is the prior mean for the parameter for regressor \( Y_t(j_l) \).

**Proof.** Consider Equation 3.1. From the observation equations for the LMDM,

\[
E(Y_t(r)|Y_t(1), \ldots, Y_t(r-1), D_{t-1}) = \mathbf{F}_t(r)^T \mathbf{a}_t(r).
\]

Also, using the result that for two random variables \( X \) and \( Y \), \( E(Y) = E(E(Y|X)) \),

\[
E(Y_t(r)|D_{t-1}) = E(\mathbf{F}_t(r)^T \mathbf{a}_t(r)|D_{t-1}) = E(\mathbf{F}_t(r)^T|D_{t-1}) \mathbf{a}_t(r).
\]

So

\[
\text{cov}(Y_t(i), Y_t(r)|D_{t-1}) = E(Y_t(i) \cdot \mathbf{F}_t(r)^T|D_{t-1})\mathbf{a}_t(r) - E(Y_t(i)|D_{t-1})E(\mathbf{F}_t(r)^T|D_{t-1})\mathbf{a}_t(r)
\]

\[
= \text{cov}(Y_t(i), \mathbf{F}_t(r)^T|D_{t-1})\mathbf{a}_t(r).
\]

Now \( Y_t(r) \) has the \( m_r \) parents \( Y_t(j_1), \ldots, Y_t(j_{m_r}) \), so

\[
\mathbf{F}_t(r)^T = ( Y_t(j_1) \cdots Y_t(j_{m_r}) \mathbf{x}_t(r)^T)
\]

where \( \mathbf{x}_t(r)^T \) is a vector of known variables. Then, \( \text{cov}(Y_t(i), \mathbf{x}_t(r)^T|D_{t-1}) \) is simply a vector of zeros and so

\[
\text{cov}(Y_t(i), Y_t(r)|D_{t-1}) = \sum_{l=1}^{m_r} \text{cov}(Y_t(i), Y_t(j_l)|D_{t-1})a_t(r)^{(j_l)}
\]
as required. ■

The marginal forecast covariance between $Y_t(i)$ and $Y_t(r)$ is therefore simply the sum of the covariances between $Y_t(i)$ and each of the parents of $Y_t(r)$. Consequently it is simple to calculate the forecast covariance matrix recursively.

**Corollary 1** For two root nodes $Y_t(i)$ and $Y_t(r)$, under the LMDM,

$$\text{cov}(Y_t(i), Y_t(r)|D_{t-1}) = 0.$$ 

**Proof.** From the proof of Theorem 1,

$$\text{cov}(Y_t(i), Y_t(r)|D_{t-1}) = \text{cov}(Y_t(i), F_t(r)^T|D_{t-1})a_t(r).$$

Since $Y_t(r)$ is a root node, $F_t(r)$ only contains known variables so that,

$$\text{cov}(Y_t(i), F_t(r)^T|D_{t-1}) = 0.$$ 

The result then follows directly. ■

To illustrate calculating a forecast covariance using Theorem 1 and Corollary 1, consider the following example.

**Example 1** Consider the DAG in Figure 1. For $r = 2, \ldots , 5$ and $j = 1, \ldots , 4$, let $a_t(r)^{(j)}$ be the prior mean for parent regressor $Y_t(j)$ in $Y_t(r)$’s model. The forecast covariance between $Y_t(1)$ and $Y_t(5)$, for example, is then calculated as follows.

$$\text{cov}(Y_t(1), Y_t(5)|D_{t-1}) = \text{cov}(Y_t(1), Y_t(4)|D_{t-1})a_t(5)^{(4)} + \text{cov}(Y_t(1), Y_t(3)|D_{t-1})a_t(5)^{(3)}$$

$$\text{cov}(Y_t(1), Y_t(4)|D_{t-1}) = \text{cov}(Y_t(1), Y_t(3)|D_{t-1})a_t(4)^{(3)}$$

$$\text{cov}(Y_t(1), Y_t(3)|D_{t-1}) = \text{cov}(Y_t(1), Y_t(1)|D_{t-1})a_t(3)^{(1)} + \text{cov}(Y_t(1), Y_t(2)|D_{t-1})a_t(3)^{(2)}.$$ 

$Y_t(1)$ and $Y_t(2)$ are both root nodes and so their covariance is 0. So,

$$\text{cov}(Y_t(1), Y_t(5)|D_{t-1}) = \text{var}(Y_t(1)|D_{t-1})a_t(3)^{(1)} \left(a_t(4)^{(3)}a_t(5)^{(4)} + a_t(5)^{(3)} \right).$$

where $\text{var}(Y_t(1)|D_{t-1})$ is the marginal forecast variance for $Y_t(1)$. This is both simple and fast to calculate. ■

It is possible for the DAG for an LMDM to contain deterministic nodes as well as random variable nodes (see, for example, Queen (1994) and Queen and Wright (2005)).
Figure 2: DAG with a deterministic node $Y_t(4)$: $\bigcirc$ is a random variable, $\Box$ is a deterministic variable.

Figure 2 shows such a DAG where $Y_t(4)$ is a deterministic node. A deterministic node will be some (deterministic) function of its parents. If the function is linear, then the covariance between $Y_t(i)$ and a deterministic node $Y_t(r)$ will simply be a linear function of the covariance between $Y_t(i)$ and the parents of $Y_t(r)$. For example, for the DAG in Figure 2, suppose that $Y_t(4) = Y_t(3) - Y_t(2)$. Then

$$\text{cov}(Y_t(1), Y_t(4)|D_{t-1}) = \text{cov}(Y_t(1), Y_t(3)|D_{t-1}) - \text{cov}(Y_t(1), Y_t(2)|D_{t-1}).$$

The covariance can then be found simply by applying Theorem 1.

4 Component covariances

Suppose that $Y_t(r)$ has the $m_r$ parents $Y_t(j_1), \ldots, Y_t(j_{m_r})$ for $r = 2, \ldots, n$. Write the observation equation for each $Y_t(r)$ as the sum of regression components as follows.

$$Y_t(r) = \sum_{l=1}^{m_r} Y_t(r, j_l) + Y_t(r, \mathbf{x}_t(r)) + v_t(r), \quad v_t(r) \sim N(0, V_t(r)) \quad (4.1)$$

with

$$Y_t(r, j_l) = Y_t(j_l)\theta_t(r)^{(j_l)}$$

$$Y_t(r, \mathbf{x}_t(r)) = \mathbf{x}_t(r)^T\theta_t(r)^{\mathbf{x}_t(r)}$$

where $\theta_t(r)^{(j_l)}$ is the parameter associated with the parent regressor $Y_t(j_l)$ and $\theta_t(r)^{\mathbf{x}_t(r)}$ is the vector of parameters for known variables $\mathbf{x}_t(r)$. It can sometimes be helpful to find the covariance between two components $Y_t(i, k)$ and $Y_t(r, j)$ from the models for $Y_t(i)$ and $Y_t(r)$ respectively. Call $\text{cov}(Y_t(i, k), Y_t(r, j))$ the component covariance for $Y_t(i, k)$ and $Y_t(r, j)$. We shall illustrate why component covariances may be useful by considering two examples.
Example 2 Component covariances in traffic networks

Queen and Wright (2005) consider the problem of forecasting hourly vehicle counts at various points in a traffic network. The possible routes through the network are used to elicit a DAG for use with an LMDM. It may be useful to learn about driver route choice probabilities in such a network — i.e. the probability that a vehicle starting at a certain point A will travel to destination B. Unfortunately, these are not always easy to estimate from vehicle count data. However, component covariances could be useful in this respect, as illustrated by the following hypothetical example.

Consider the simple traffic network illustrated in Figure 3. There are five data collection sites, each of which records the hourly count of vehicles passing that site. There are four possible routes through the system: A to C, A to D, B to C and B to D. Because all traffic from A and B to C and D is counted at site 3, it can be difficult to learn about driver route choices using the time series of vehicle counts alone.

Let $Y_t(r)$ be the vehicle count for hour $t$ at site $r$. A suitable DAG representing the conditional independence relationships between $Y_t(1), \ldots, Y_t(5)$ is given in Figure 4. (For details on how this DAG can be elicited see Queen and Wright (2005).) Notice that all vehicles at site 3 flow to sites 4 and 5 so that conditional on $Y_t(3)$ and $Y_t(4)$, $Y_t(5)$ is deterministic with $Y_t(5) = Y_t(3) - Y_t(4)$.

From Figure 3, $Y_t(3)$ receives all its traffic from sites 1 and 2, while $Y_t(4)$ receives all its traffic from site 3. So suitable LMDM observation equations for $Y_t(3)$ and $Y_t(4)$ are...
Figure 4: DAG representing the conditional independence relationships between $Y_t(1), \ldots, Y_t(5)$ in the traffic network of Figure 3: $\bigcirc$ is a random variable, $\otimes$ is a deterministic variable.

given by,

\begin{align*}
Y_t(3) &= Y_t(1)\theta_t(3)^{(1)} + Y_t(2)\theta_t(3)^{(2)} + v_t(3), & v_t(3) &\sim N(0,V_t(3)), \\
Y_t(4) &= Y_t(3)\theta_t(4)^{(3)} + v_t(4), & v_t(4) &\sim N(0,V_t(4)).
\end{align*}

where $0 \leq \theta_t(3)^{(1)}, \theta_t(3)^{(2)}, \theta_t(4)^{(3)} \leq 1$. Then

\begin{align*}
Y_t(1)\theta_t(3)^{(1)} &= Y_t(3,1) = \text{number of vehicles travelling from site 1 to 3 in hour } t, \\
Y_t(3)\theta_t(4)^{(3)} &= Y_t(4,3) = \text{number of vehicles travelling from site 3 to 4 in hour } t.
\end{align*}

So $\text{cov}(Y_t(3,1), Y_t(4,3))$ is informative about the use of route A to C. A high correlation between $Y_t(3,1)$ and $Y_t(4,3)$ indicates a high probability that a vehicle at A travels to C and a small correlation indicates a low probability. Of course, the actual driver route choice probabilities still cannot be estimated from these data. However having some idea of the relative magnitude of the choice probabilities can still be very useful. ■

Example 3 Accommodating changes in the DAG

In many application areas the DAG representing the multivariate time series may change over time — either temporarily or permanently. For example, in a traffic network a temporary diversion may change the DAG temporarily, or a change in the road layout may change the DAG permanently. Because of the structure of the LMDM, much of the posterior information from the original DAG can be used to help form priors in the new DAG (see Queen and Wright (2005) for an example illustrating this). In this respect, component covariances may be informative about covariances in the new DAG. We shall illustrate this using a simple example.

Figure 5 shows part of a DAG representing four time series $Y_t(1), \ldots, Y_t(4)$ (the DAG continues with children of $Y_t(3)$ and $Y_t(4)$, but we are only interested in $Y_t(1), \ldots, Y_t(4)$ here). Using an LMDM and Equation 4.1, suppose we have the following observation
equations for $Y_t(3)$ and $Y_t(4)$:

\begin{align*}
Y_t(3) &= Y_t(3, 1) + v_t(3), & v_t(3) &\sim N(0, V_t(3)), \quad (4.2) \\
Y_t(4) &= Y_t(4, 1) + Y_t(4, 2) + v_t(4), & v_t(4) &\sim N(0, V_t(4)). \quad (4.3)
\end{align*}

Now suppose that the DAG is changed so that a new series, $X_t$, is introduced which lies between $Y_t(1)$ and $Y_t(4)$ in Figure 5. Suppose further that $Y_t(1)$ and $Y_t(4)$ are no longer observed. The new DAG is given in Figure 6 (again the DAG continues, this time with children of $Y_t(3)$, $X_t$ and $Y_t(2)$). The component $Y_t(3, 1)$ from Equation 4.2 is informative about $Y_t(3)$ in the new model, and the component $Y_t(4, 1)$ from Equation 4.3 is informative about $X_t$ in the new model. Thus the component covariance $\text{cov}(Y_t(3, 1), Y_t(4, 1))$ is informative about $\text{cov}(Y_t(3), X_t)$ in the new model. ■

The following theorem presents a simple method for calculating component covariances.

**Theorem 2** Suppose that $Y_t(k)$ is the parent of $Y_t(i)$ and $Y_t(j)$ is a parent of $Y_t(r)$, with $i < r$. Then,

$$
\text{cov}(Y_t(i, k), Y_t(r, j)|D_{t-1}) = \text{cov}(Y_t(k), Y_t(j)|D_{t-1})a_t(i)^{(k)}a_t(r)^{(j)}
$$

where $a_t(i)^{(k)}$ and $a_t(r)^{(j)}$ are, respectively, the prior means for the regressor $Y_t(k)$ in $Y_t(i)$’s model and the regressor $Y_t(j)$ in $Y_t(r)$’s model.
Proof. For each \( r \), let

\[
Z_t^{(r)} = \left( Y_t(r, j_1) \ Y_t(r, j_2) \ \ldots \ \ Y_t(r, j_m) \ Y_t(r, x_t(r)) \ v_t(r) \right)
\]

and

\[
Z_t(r)^T = \left( Z_t^{(1)} \ Z_t^{(2)} \ \ldots \ \ Z_t^{(r-1)} \right).
\]

Using the result that for two random variables \( X \) and \( Y \), \( \text{E}(XY) = \text{E}(X \cdot \text{E}(Y|X)) \), we have, for a specific \( j \in \{j_1, \ldots, j_m\} \),

\[
\text{cov}(Z_t(r), Y_t(r, j)|D_{t-1}) = \text{E}(Z_t(r) \cdot \text{E}(Y_t(r, j)|Z_t(r), D_{t-1})|D_{t-1})
\]

\[
-\text{E}(Z_t(r)|D_{t-1})\text{E}(Y_t(r, j)|D_{t-1}). \tag{4.4}
\]

Now, from Equation 4.1,

\[
\text{E}(Y_t(r, j)|Z_t(r), D_{t-1}) = \text{E}(Y_t(r, j)|Y_t(1), \ldots, Y_t(r-1), D_{t-1}) = Y_t(j)a_t(r)^{(j)}.
\]

So, using the result that for two random variables \( X \) and \( Y \), \( \text{E}(Y) = \text{E}(\text{E}(Y|X)) \), Equation 4.4 becomes,

\[
\text{cov}(Z_t(r), Y_t(r, j)|D_{t-1}) = \text{E}(Z_t(r)Y_t(j)a_t(r)^{(j)}|D_{t-1})
\]

\[
-\text{E}(Z_t(r)|D_{t-1})\text{E}(Y_t(j)a_t(r)^{(j)}|D_{t-1})
\]

\[
= \text{cov}(Z_t(r), Y_t(j)|D_{t-1})a_t(r)^{(j)}.
\]

Picking out the single row from \( Z_t(r) \) corresponding to \( Y_t(i, k) \) gives us,

\[
\text{cov}(Y_t(i, k), Y_t(r, j)|D_{t-1}) = \text{cov}(Y_t(i, k), Y_t(j)|D_{t-1})a_t(r)^{(j)}. \tag{4.5}
\]

Let

\[
X_t(r, i)^T = \left( Y_t(1) \ Y_t(2) \ \ldots \ \ Y_t(i-1) \ Y_t(i+1) \ \ldots \ \ Y_t(r-1) \right).
\]

Then

\[
\text{cov}(X_t(r, i), Y_t(i, k)|D_{t-1}) = \text{E}(X_t(r, i) \cdot \text{E}(Y_t(i, k)|X_t(r, i), D_{t-1})|D_{t-1})
\]

\[
-\text{E}(X_t(r, i)|D_{t-1})\text{E}(Y_t(i, k)|D_{t-1}). \tag{4.6}
\]

Now,

\[
\text{E}(Y_t(i, k)|X_t(r, i), D_{t-1}) = Y_t(k)a_t(i)^{(k)},
\]

\[
\text{E}(Y_t(i, k)|X_t(r, i), D_{t-1}) = Y_t(k)a_t(i)^{(k)}.
\]
so Equation 4.6 becomes
\[
\text{cov}(X_t(r,i), Y_t(i,k)|D_{t-1}) = \text{cov}(X_t(r,i), Y_t(k)|D_{t-1})a_t(i)(k).
\]
So taking the individual row of \(X_t(r,i)\) corresponding to \(Y_t(j)\) we get,
\[
\text{cov}(Y_t(j), Y_t(i,k)|D_{t-1}) = \text{cov}(Y_t(j), Y_t(k)|D_{t-1})a_t(i)(k).
\]
Thus Equation 4.5 becomes
\[
\text{cov}(Y_t(i,k), Y_t(r,j)|D_{t-1}) = \text{cov}(Y_t(k), Y_t(j)|D_{t-1})a_t(i)(k)a_t(r)(j)
\]
as required. ■

Theorem 2 allows the simple calculation of the component correlations. For example, in Example 2,
\[
\text{cov}(Y_t(3,1), Y_t(4,3)|D_{t-1}) = \text{cov}(Y_t(1), Y_t(3)|D_{t-1})a_t(3)(1)a_t(4)(3)
\]
and \(\text{cov}(Y_t(1), Y_t(3)|D_{t-1})\) is simple to calculate using Theorem 1.

5 Covariance between root nodes

Recall from Corollary 1 that the covariance between two root nodes is zero in the LMDM. However, this is not always appropriate. For example, consider the traffic network in Example 2. Both \(Y_t(1)\) and \(Y_t(2)\) are root nodes which may in fact be highly correlated — they may have similar daily patterns with the same peak times, etc, and they may be affected in a similar way by external events such as weather conditions.

One possible way to introduce non-zero covariances between root nodes is to add an extra node as a parent of all root nodes in the DAG. This extra node represents any variables which may account for the correlation between the root nodes.

Example 4 In the traffic network in Example 2, suppose that \(X_t\) is a vector of variables which can account for the correlation between \(Y_t(1)\) and \(Y_t(2)\). So, \(X_t\) might include such variables as total traffic volume entering the system, hourly rainfall, temperature, and so on. Then \(X_t\) can be introduced into the DAG as a parent of \(Y_t(1)\) and \(Y_t(2)\) as in Figure 7.

The observation equations for \(Y_t(1)\) and \(Y_t(2)\) now both have \(X_t\) as regressors and applying Theorem 1 we get,
\[
\text{cov}(Y_t(1), Y_t(2)|D_{t-1}) = \text{cov}(X_t|D_{t-1})a_t(1)(X_t)a_t(2)(X_t)
\]
Figure 7: DAG representing time series of vehicle counts in Example 4, with an extra node $X_t$ to account for any correlation between $Y_t(1)$ and $Y_t(2)$: $\bigcirc$ is a random variable, $\oplus$ is a deterministic variable.

where $a_t(2)(X_t)$ and $a_t(2)(X_t)$ are the prior mean vectors for regressors $X_t$ in $Y_t(1)$ and $Y_t(2)$'s model.

6 Concluding remarks

In this paper we have presented a simple algebraic form for calculating the one step ahead covariance matrix in LMDMs. We have also introduced a simple method for calculating covariances between regression components of different DLMs within the LMDM. Component covariances may be of interest in their own right, and may also prove to be useful for forming informative priors following any changes in the DAG for the LMDM. Their use in practice now needs to be investigated in further research.

One of the problems with the LMDM is the imposition of zero covariance between root nodes. To allow nonzero covariance between root nodes we have proposed introducing $X_t$ into the model as a parent of all the root nodes, where $X_t$ is a set of variables which may help to explain the correlation between parents. Further research is now required to investigate how well this might work in practice.
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