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SUMMARY

Bayesian methods are proposed for analysing matched case-control studies in which a binary exposure variable is sometimes measured with error, but whose correct values have been validated for a random sample of the matched case-control sets. Three models are considered. Model 1 makes few assumptions other than randomness and independence between matched sets, while Models 2 and 3 are logistic models, with Model 3 making additional distributional assumptions about the variation between matched sets. With Models 1 and 2 the data are examined in two stages. The first stage analyses data from the validation sample and is easy to perform; the second stage analyses the main body of data and requires MCMC methods. All relevant information is transferred between the stages by using the posterior distributions from the first stage as the prior distributions for the second stage. With Model 3, a hierarchical structure is used to model the relationship between the exposure probabilities of the matched sets, which gives the potential to extract more information from the data. All the methods that are proposed are generalized to studies in which there is more than one control for each case. The Bayesian methods and a maximum likelihood method are applied to a data set for which the exposure of every patient was measured using both an imperfect measure that is subject to misclassification, and a much better measure whose classifications may be treated as correct. To test methods, the latter information was suppressed for all but a random sample of matched sets.
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1. INTRODUCTION

Matched case-control studies are frequently used to examine the association between a binary exposure variable and the presence or absence of disease. Misclassification of an exposure variable due to forgetfulness or mis-reporting is a problem in many studies, and can be particularly important where information on exposure is obtained retrospectively. If a non-trivial level of misclassification is anticipated then this should be allowed for in the design and analysis of the study, as ignoring the misclassification can lead to biased estimates and inaccurate standard errors\textsuperscript{1,2}.

If a perfect, but expensive “gold-standard” measure is available for the exposure variable, then this can be compared to the ordinary measure for a subset of the study group. This enables adjustments to be made in the statistical analysis for misclassification in the main part of the study. Situations where a gold-standard measure is available can arise in various fields. For example, in epidemiology a cheap and low-effort source of retrospective information is a postal questionnaire, while a case-note review provides a more expensive but reliable source of information. Obtaining the gold-standard information from a case-note review may be too time-consuming to perform for the complete study group but may be viable for subset of it, while, for most of the study group, information might be obtained only through postal questionnaires. Similarly, in the case of occupational exposures to chemicals, an individual may not recall with complete accuracy the chemicals they were working with, while employers’ records may hold this information. A full search of this information may be too demanding for the entire number of people surveyed and might be performed for just a subset.

In the early 1980s Greenland\textsuperscript{3} showed that misclassification bias may be increased or decreased by matching and noted that bias due to misclassification is a function of the closeness of the matching. He presented a simple frequentist correction procedure, using classification rates to estimate a corrected odds ratio. Greenland and Kleinbaum\textsuperscript{4} applied the correction for misclassification to matched case-control data using an example constructed to have similar misclassification rates as they had found with unmatched data. Many other authors have used these data. Greenland and Kleinbaum\textsuperscript{4} highlighted the dangers of using misclassification rates from external sources where the study design may have influenced them away from population misclassification rates. An estimate of an asymptotic covariance for the true matched pair
frequencies was developed later,\textsuperscript{5} from which an approximate confidence interval for the odds ratio can be calculated. However this simple matrix method does not allow for mis-specification of the misclassification rates from the validation study without the variance estimates for the parameters becoming substantially more complex.

Bayesian methods have been applied to \textit{unmatched} case-control studies involving measurement error\textsuperscript{6–8} but work on applying Bayesian methods to matched studies with measurement error has been very limited. Some methods that have been developed for cohort studies\textsuperscript{9–13} are relatively general and, in principle, they could be extended to matched case-control studies, but this has yet to be done. York \textit{et al.}\textsuperscript{14} examined a matched case-control example using a Bayesian approach, but they assumed no gold standard measure and instead they placed great restrictions on the relationship between information from two sources that were both subject to error. Thurigen \textit{et al.}\textsuperscript{15} gave a wide ranging review of frequentist and Bayesian methods in which a validation sample is used to correct for misclassification.

In this paper we suppose a matched case control study has been conducted to relate a binary exposure variable to an outcome, such as presence (for cases) or absence (for controls) of a disease. For the whole study, exposure has been classified using a measure that is subject to error and, for a random sample of matched sets, it has also been classified using a gold standard measure. In the first instance we suppose a matched set is just a matched pair, but results are extended to the situation where there is more than one control for each case. With the Bayesian methods, the procedures that give point estimates of the effect of exposure also give interval estimates with no further effort. It is much harder to use frequentist methods when there is misclassification and more than one matched control for each case; the only method we have found in the literature makes the strong assumption that misclassification rates are known.\textsuperscript{5}

Misclassification rates are said to be non-differential if they are the same for both cases and controls; otherwise they are differential. With frequentist methods based on matrix methods\textsuperscript{3,4}, the analysis for differential misclassification is only slightly harder than for non-differential misclassification. However, for more complex frequentist approaches it is more difficult to model differential misclassification and the assumption of non-differential misclassification is often made. The review of Thurigen \textit{et al.}\textsuperscript{15} lists only five non-Bayesian papers that allowed for differential misclassification and only one of these was for matched case-control data.\textsuperscript{16} With
Bayesian methods, though, differences between the differential and non-differential cases can be handled with minor modification. For the most part, we address the more complex case where misclassification is differential, but modifications needed for the non-differential case are given.

In Section 2 we suppose that misclassification is not present. Even for this simpler situation, the appropriate analysis for a matched case-control study is not clear-cut and we consider three models that have been advocated. The models differ in the assumptions they make. In Section 3 we develop Bayesian methods for them that use data from a validation study to allow for misclassification. Methods for the first two models are a natural extension of a method developed by Prescott and Garthwaite\textsuperscript{7} that allows for misclassification in an unmatched study. The third model is a hierarchical model that requires a markedly different approach. In Section 3 it is assumed that there is a single control for each case, but the methods are extended in Section 4 so that there can be several controls for each case. In Section 5 various methods are applied to a data set and their results compared. Non-differential misclassification is considered briefly in Section 6 and concluding comments are given in Section 7. The methods presented in this paper are analytically intractable and were implemented using MCMC methods and WinBUGS software\textsuperscript{17}.

2. OVERVIEW OF MODELS WITHOUT MISCLASSIFICATION

In this section we introduce some notation and describe the three models that are considered, without allowing for misclassification at this stage. Let $N$ denote the total number of case-control pairs in the study and suppose that a random sample of $n_1$ of these pairs form a validation sub-study group and the remaining ($n_2$) pairs form the main study group. The gold standard measure, known only in the validation group, determines true exposure for an individual, $E$, where $E=1$ indicates exposure and $E=0$ indicates non-exposure. A case (disease present) is indicated by $D=1$ and a control (disease absent) by $D=0$.

The primary aim in most case-control studies is to estimate the odds ratio,

$$\text{OR} = \frac{\Pr[D = 1 | E = 1]}{\Pr[D = 0 | E = 1]} \cdot \frac{\Pr[D = 0 | E = 0]}{\Pr[D = 1 | E = 0]}$$

which may be expressed as

$$\text{OR} = \frac{\Pr[E = 1 | D = 1]}{\Pr[E = 0 | D = 1]} \cdot \frac{\Pr[E = 0 | D = 0]}{\Pr[E = 1 | D = 0]}.$$  \hspace{1cm} (1)
The logarithm of the odds ratio is also often estimated.

**Model 1**

Suppose a matched case-control pair is picked at random and classified according to their exposure. Let \((E_1, E_2)\) denote their true exposure status, where \(E_1\) represents the exposure status of the case and \(E_2\) that of the control. Then \((E_1, E_2)\) equals \((1, 1)\), \((1, 0)\), \((0, 1)\) or \((0, 0)\), and we denote the probabilities of each of these outcomes by \(\theta_{ij}\), where

\[
\theta_{ij} = \Pr[(E_1, E_2) = (i, j)] \quad \text{for } i = 0, 1; \ j = 0, 1.
\]  

\[ (2) \]

Model 1 is the simplest model and makes no assumptions about any relationships between the \(\theta_{ij}\) probabilities, except that they must sum to 1. For this model, the odds ratio in equation (1) is given by

\[
OR = \frac{(\theta_{10} + \theta_{11})}{(\theta_{00} + \theta_{01})} \cdot \frac{(\theta_{00} + \theta_{10})}{(\theta_{01} + \theta_{11})}.
\]  

\[ (3) \]

**Models 2 and 3**

Models 2 and 3 are forms of the logistic model; the most common model for analysing matched case-control studies. For these models, individual pairs must be identified. Let \((E_{1k}, E_{2k})\) denote the value of \((E_1, E_2)\) for the \(k\)th pair \((k = 1, \ldots, N)\). Analogous to equation (2), define

\[
\theta_{ijk} = \Pr[(E_{1k}, E_{2k}) = (i, j)] \quad \text{for } i = 0, 1; \ j = 0, 1; \ k = 1, \ldots, N.
\]  

\[ (4) \]

Under the logistic model, for \(k = 1, \ldots, N,\)

\[
\Pr[E_{1k} = 1] = \frac{\exp(\beta_k + \delta_1)}{1 + \exp(\beta_k + \delta_1)}
\]  

\[ (5) \]

and

\[
\Pr[E_{2k} = 1] = \frac{\exp(\beta_k + \delta_2)}{1 + \exp(\beta_k + \delta_2)}.
\]  

\[ (6) \]

To make the parameters identifiable a constraint must be imposed. For Bayesian models we assume \(\mathcal{E}(\beta_k) = 0\), where \(\mathcal{E}\) denotes expectation over all pairs. For frequentist models we make the usual assumption that \(\delta_2 = 0\). The logistic model also assumes conditional independence (given \(\beta_k\)) within a pair,

\[
\Pr[(E_{1k}, E_{2k} = (i, j) \mid \beta_k)] = \Pr(E_{1k} = i \mid \beta_k).Pr(E_{2k} = j \mid \beta_k)
\]  

\[ (7) \]
for \( i = 0, 1; j = 0, 1; k = 1, \ldots, N \). From equation (1), the odds ratio for the \( k \)th pair is

\[
OR = \frac{\exp(\beta_k + \delta_1)/(1 + \exp(\beta_k + \delta_1))}{\exp(\beta_k + \delta_2)/(1 + \exp(\beta_k + \delta_2))}.
\]

Equation (8) implies that it is meaningful to talk about ‘the odds-ratio’, as the ratio does not vary with \( k \).

The \( \theta_{ij} \) probabilities defined in equation (2) can be related to the odds ratio given in equation (8). Taking expectations,

\[
\theta_{10} = \mathbb{E}[\theta_{10k}] = \mathbb{E}[\Pr(E_{1k} = 1) \cdot \Pr(E_{2k} = 0)]
\]

and, similarly,

\[
\theta_{01} = \mathbb{E}[\theta_{01k}] = \exp(\delta_2) \mathbb{E}\left[\frac{1}{1 + \exp(\beta_k + \delta_1)} \cdot \frac{\exp(\beta_k)}{1 + \exp(\beta_k + \delta_2)}\right].
\]

Hence,

\[
OR = \exp(\delta_1 - \delta_2) = \theta_{10}/\theta_{01}.
\] (9)

For Model 2, no distributional assumptions are made about the \( \beta_k \). Altham\(^{18} \) shows that Model 2 is a special case of Model 1 in which the constraint is imposed that \( \theta_{11} \geq (\theta_{11} + \theta_{10})(\theta_{11} + \theta_{01}) \) or, equivalently,

\[
\theta_{11}\theta_{00} \geq \theta_{10}\theta_{01}.
\] (10)

For Model 2, we fit Model 1 subject to this constraint and use the posterior distribution of \( \theta_{10}/\theta_{01} \) to estimate the OR from equation (9).

Ghosh \textit{et al.}\(^{19} \) do not consider misclassified data, but they fit a logistic distribution in a Bayesian hierarchical structure to matched case-control data. Their model assumes the \( \beta_k \) take values from a normal distribution with a mean of zero and an unknown variance. With this model \( \beta_k \) \((k = 1, \ldots, N)\) and \( \delta_i \) \((i = 1, 2)\) are estimable. For Model 3 we assume the same structure as Ghosh \textit{et al.}\(^{19} \) but allow for recall bias. The odds ratio for this model is estimated from equation (8).

There are a variety of frequentist methods for analyzing matched pairs data. The most common approach is based on the logistic regression structure of Model 2 and substitutes estimates of \( \theta_{10} \) and \( \theta_{01} \) into equation (9), yielding the Mantel-Haenszel estimate of the OR\(^{20} \).
Mantel and Haenszel\textsuperscript{20} also proposed a frequentist estimator derived from Model 1, and they have used it in practice.\textsuperscript{21} The frequentist model that is most similar to the hierarchical structure of Model 3 is a mixed-effects logistic regression model, with random effects \(\{\beta_k\}\) and \(\delta_2 = 0.\textsuperscript{22}\) The \(\{\beta_k\}\) are assigned a distribution and integrated out; the resulting marginal likelihood of \(\delta_1\) is then maximized to give an estimate \(\hat{\delta}_1\) of the log odds ratio. However, Neuhaus et al.\textsuperscript{23} show that if the resulting estimator of the OR is consistent, then it will be the same as the Mantel-Haenszel estimator. A hierarchical generalised linear model has been used in a frequentist framework by Lee\textsuperscript{24}, but his approach requires the use of a Poisson-gamma model as an approximation to the logistic model.

The intuitive drawback of the estimate given by Model 2 is that it ignores those pairs for which the case and control have the same exposure [i.e. those pairs for which \((E_1, E_2)\) equals \((1, 1)\) or \((0, 0)\)] and hence sometimes it can be based on only a small portion of the data. However, equations (3) and (9) show that the odds ratios given by Models 1 and 2 are either both above 1.0 (if the estimate of \(\theta_{10}\) exceeds that of \(\theta_{01}\)) or both below 1.0 (if the estimate of \(\theta_{01}\) exceeds that of \(\theta_{10}\)). Hence Models 1 and 2 give identical probabilities that the OR exceeds 1.0, so Model 2 seems to use the main features of the data, as Model 1 uses all the data to estimate the OR. Moreover, from equations (3) and (9) it follows that the OR from Model 2 is greater than that from Model 1 if and only if

\[
\theta_{00}\theta_{11}(\theta_{10} - \theta_{01}) > \theta_{01}\theta_{10}(\theta_{10} - \theta_{01}).
\]

When \(\theta_{00}\theta_{11} > \theta_{01}\theta_{10}\), so that the condition in (10) holds for Model 1 as well as Model 2, then the OR estimate of Model 2 is more extreme (i.e. further from 1.0) than the OR estimate of Model 1, which suggests that it is better to use Model 2 when the assumptions that underlie the logistic model hold. However, if the logistic model is inappropriate then, in general, \(\theta_{10}\theta_{01}\) is not an estimator of the odds ratio and equation (3) should be used to estimate it.

A disadvantage of Model 1 is that the estimator it yields makes only limited use of the matching. If the \(\theta_{ij}\) are estimated by maximum likelihood, then equation (3) yields the same point estimate of the OR as would be obtained if the data were treated as coming from an unmatched case-control study. This does not mean that Model 1 is equivalent to an unmatched case-control study; they generally differ in the standard error they attach to the OR estimate, as the unmatched study assumes \(\theta_{00}\theta_{11} = \theta_{01}\theta_{10}\). Model 3 has been proposed only recently.
and it is somewhat untested. However, potentially it can exploit information from all pairs (unlike Model 2) and take account of the matched-pairs structure (unlike Model 1). To achieve this, though, it must make stronger assumptions than the other models.

Rothman and Greenland\textsuperscript{25} point out that matching in case-control studies can lead to bias and note (page 150) that “...if the matching factors are associated with the exposure in the source population, matching in a case-control study requires control by matching factors in the analysis, even if the matching factors are not risk factors for the disease.” As an example, suppose the matching factor is perfectly correlated with exposure, so that the exposure level of a control is identical to the case it matches. Then clearly the experiment provides no useful information about the OR. With frequentist methods, the odds ratio will be 0/0 for Model 2, while with Bayesian methods the posterior distribution will be improper if a suitable uninformative prior distribution is used, and the variance of the estimated odds ratio will be infinite. Thus the inadequacy of the data can be recognised when it is analysed as a matched pairs study. In contrast, if matching is ignored then 1.0 will be the estimate of the odds ratio and the standard estimate of this ratio will be finite.

3. THEORY AND IMPLEMENTATION OF THE BAYESIAN MODELS

3.1. Models 1 and 2

For these models, the Bayesian method proposed here examines the data in two stages. In the first stage the data from the validation sub-study is combined with a non-informative prior distribution. The posterior distribution this yields is used as the prior in the second stage, where it is combined with data from the main part of the study. It is assumed that the validation sub-study is a random sample of matched pairs from the whole study.

First stage: validation sub-study

The primary purpose of the validation sub-study is to learn about the relationship between true exposure and apparent exposure. We assume observations are random and independent and, in particular, that misclassification of the exposure state of a case is independent of misclassification of the exposure of its matched control. However, our model allows cases $D =$
1) and controls \((D = 0)\) to have different misclassification rates. Analogous to the definition of the true exposure \((E)\), denote the apparent exposure of an individual by \(A\), where \(A = 1\) indicates apparently exposed and \(A = 0\) indicates apparently not-exposed. For \(i = 0, 1; l = 0, 1\), define \(\phi_{il}\) by

\[
\phi_{il} = \Pr(A = 1 | E = i, D = l).
\]

These are the probabilities of an individual being classified as apparently exposed given their disease and true exposure state.

Let \((E_1, E_2, A_1, A_2)\) denote the true and apparent exposure states of the case and control in a matched pair, where \(E_1\) and \(A_1\) are the true and apparent exposure states for the case, respectively, and \(E_2\) and \(A_2\) are those for the control. Then

\[
\Pr[(E_1, E_2, A_1, A_2) = (i, j, l, m)] = \Pr[(E_1, E_2) = (i, j)] \cdot \Pr[(A_1 = l | E_1 = i; D = 1) \cdot \Pr[(A_2 = m | E_2 = j; D = 0] = \theta_{ij} \cdot \phi_{il}^{(1 - \phi_{il})^{1-l}} \cdot \phi_{jm}^{(1 - \phi_{jm})^{1-m}}.
\]

It is helpful to tabulate the data from the validation sub-study in two different ways. To summarise information about misclassification rates, the sub-study data are arranged as in Table I, where \(x_{il}\) and \(y_{il}\) \((i = 0, 1; l = 0, 1)\) are counts in the different cells of the table. The validation sub-study also provides information about the \(\theta_{ij}\), which relate exposure and disease. To summarise information about the \(\theta_{ij}\), the data may be arranged to give counts of the number of (exposed, exposed), (exposed, not-exposed), (not-exposed, exposed), and (not-exposed, not-exposed) pairs in the validation study. Notation for these counts is given in Table II, where corresponding information about apparent exposure in the main study group is also given.

Let \(D\) denote the data from the validation sub-study. Under the assumption of independence between pairs, the likelihood \((L)\) from \(D\) is obtained by multiplying together the probabilities for each matched pair in the sub-study. Each of these probabilities is given by equation (12) so, summing the powers for each term in the likelihood gives

\[
L = \theta_{11}^{x_{11}} \theta_{10}^{x_{10}} \theta_{01}^{x_{01}} \theta_{00}^{x_{00}} \prod_{i=0}^{1} \prod_{l=0}^{1} \phi_{il}^{x_{il}} (1 - \phi_{il})^{y_{il}}.
\]

Letting \(\theta = (\theta_{11}, \theta_{10}, \theta_{01}, \theta_{00})'\), a prior distribution for the \(\phi_{il}\) and \(\theta\) must be specified. For Model 1 we suppose that, \(a\ priori\), the \(\phi_{il}\) are independent and identically distributed with
beta distributions, \(\phi_{il} \sim \text{beta}(\alpha_0, \alpha_1)\), and that \(\theta\) is independent of the \(\phi_{il}\) and has a Dirichlet distribution, \(\theta \sim \text{Dirichlet}(\gamma, \gamma, \gamma, \gamma)\). Thus the prior distribution specifies

\[
f(\theta, \phi_{11}, \phi_{01}, \phi_{10}, \phi_{00}) \propto (\theta_{11} \theta_{10} \theta_{01} \theta_{00})^{\gamma-1} \prod_{i=0}^{1} \prod_{l=0}^{1} \phi_{il}^{\alpha_0-1}(1 - \phi_{il})^{\alpha_1-1}.
\] (14)

Combining (13) and (14), the posterior distribution is

\[
f(\theta, \phi_{11}, \phi_{01}, \phi_{10}, \phi_{00} | D) \propto \theta^{\gamma+t_{11}-1} \theta_{10}^{\gamma+t_{10}-1} \theta_{01}^{\gamma+t_{01}-1} \theta_{00}^{\gamma+t_{00}-1} \prod_{i=0}^{1} \prod_{l=0}^{1} \phi_{il}^{\alpha_0+x_{il}+y_{il}-1}(1 - \phi_{il})^{\alpha_1+y_{il}-1}.
\] (15)

Thus, in the posterior distribution the \(\phi_{il}\) are mutually independent with

\[
\phi_{il} | D \sim \text{beta}(\alpha_0 + x_{il}, \alpha_1 + y_{il})
\] (16)

for \(i = 0, 1; l = 0, 1\) and, independently of the \(\phi_{il}\),

\[
\theta | D \sim \text{Dirichlet}(\gamma + t_{11}, \gamma + t_{10}, \gamma + t_{01}, \gamma + t_{00}).
\] (17)

For Model 2, \(\theta\) must satisfy the constraint given in (10). Let \(I(\theta)\) be an indicator function that equals 1 for values of \(\theta\) that satisfy the constraint; 0 otherwise. Analogous to (14), we suppose the prior distribution for Model 2 is given by

\[
f(\theta, \phi_{11}, \phi_{01}, \phi_{10}, \phi_{00}) \propto I(\theta) \cdot (\theta_{11} \theta_{10} \theta_{01} \theta_{00})^{\gamma-1} \prod_{i=0}^{1} \prod_{l=0}^{1} \phi_{il}^{\alpha_0-1}(1 - \phi_{il})^{\alpha_1-1}.
\]

Then the posterior distribution for the \(\phi_{il}\) is again given by equation (16) and the posterior distribution of \(\theta\) is given by

\[
f(\theta | D) \propto I(\theta) \cdot \theta_{11}^{\gamma+t_{11}-1} \theta_{10}^{\gamma+t_{10}-1} \theta_{01}^{\gamma+t_{01}-1} \theta_{00}^{\gamma+t_{00}-1}.
\] (18)

In the practical application of Bayesian statistics, uninformative prior distributions are commonly used. For an uninformative prior distribution, we suggest setting \(\alpha_0 = \alpha_1 = \gamma = 0\). This form of prior distribution is improper, but it has good invariance properties and the posterior distribution will be proper unless one of the counts \(x_{il}, y_{il}\) or \(t_{il}\) is zero. The writers’ view is that the use of an uninformative prior distribution for the model in (12) is inappropriate if one of the \(x_{il}, y_{il}\) or \(t_{il}\) is zero. (If \(x_{il} = 0\), for example, then the posterior variance of \(\phi_{il}\) is \(\alpha_0(\alpha_1 + y_{il})/\{(\alpha_0 + \alpha_1 + y_{il} + 1)(\alpha_0 + \alpha_1 + y_{il})\}^2\), which is highly sensitive to the value chosen for \(\alpha_0\) in the prior distribution, so \(\alpha_0\) should not just be given an arbitrary value.) However, in the example in Section 5 we also consider setting \(\alpha_0 = \alpha_1 = \gamma = 1\) as a vague prior, which
gives a prior distribution that is flat and proper. For the example, the posterior distribution is insensitive as to whether $\alpha_0, \alpha_1$ and $\gamma$ are set equal to 0 or 1.

**Second stage: main study**

The second stage of the method for Models 1 and 2 analyzes the data from the main study group, for which only the apparent exposures are known. Analogous to equation (2), we define $p_{lm} = \Pr[(A_1, A_2) = (l, m)]$ for $l = 0, 1; m = 0, 1$. Then,

$$p_{lm} = \sum_{i=0}^{1} \sum_{j=0}^{1} \theta_{ij} \cdot \Pr[(A_1 = l | E_1 = i; D = 1)] \cdot \Pr[(A_2 = m | E_2 = j; D = 0)]$$

$$= \sum_{i=0}^{1} \sum_{j=0}^{1} \theta_{ij} \cdot \phi_{il}^l (1 - \phi_{il})^{1-l} \cdot \phi_{jm}^m (1 - \phi_{jm})^{1-m}$$

(19)

for $l = 0, 1; m = 0, 1$.

The posterior distribution from the first stage forms the prior distribution for the second stage, which transfers all relevant information between the two stages. Thus, the prior distribution of $(\theta, \phi_{11}, \phi_{01}, \phi_{10}, \phi_{00})$ for the second stage is given by equations (16) and (17) for Model 1 and equations (16) and (18) for Model 2. These determine the prior distribution of $p_{lm}$ ($l = 0, 1; m = 0, 1$) as the $p_{lm}$ are functions of the $\phi_{il}$ ($i = 0, 1; j = 0, 1$) and $\theta$. The relevant sampling model for the second stage is

$$(T_{11}, T_{10}, T_{01}, T_{00}) \sim \text{multinomial}(n_2; p_{11}, p_{10}, p_{01}, p_{00}).$$

(20)

The posterior distribution that results from the second stage is analytically intractable, but samples from the posterior distribution are readily obtained using MCMC methods, such as that implemented in WinBUGS. A separate chain is run for each model. The simplest way of implementing Model 2 is to specify the same prior distribution as for Model 1 and add the constraint given in (10), which is straightforward in WinBUGS. Each iteration of a chain gives an observation of $(\theta_{11}, \theta_{10}, \theta_{01}, \theta_{00})$ from which an estimate of the odds ratio is calculated using equation (3) for Model 1 or (9) for Model 2. This gives a sequence of observations from the posterior distribution of the odds ratio for each model, which may be used for estimation and inference.

**3.2. Model 3**

For this model each pair must be considered separately. Also, data from both the validation sub-study and the main study must be considered simultaneously. This is because the information
gained from the sub-study cannot be expressed as a tractable distribution, so there is no simple way of transferring information from the sub-study to the analysis of the main study. However, the likelihood has a structure similar to the likelihood in equation (13), in that it factorises into one factor for each $\phi_{il}$ and further factors for the other parameters. Hence, the part of the model that relates to misclassification rates remains unchanged, with information about the $\phi_{il}$ still given by equation (16).

The logistic model assumes conditional independence of exposure status within a pair, given $\beta_k$, so the distribution for the cases and controls may be specified separately. From equations (5) and (6), the sampling model for the $n_1$ cases and controls in the validation sub-study is

$$\Pr[E_{ik} = j] = \frac{\{\exp(\beta_k + \delta_i)\}^j}{1 + \exp(\beta_k + \delta_i)} \quad (21)$$

for $i = 1, 2; j = 0, 1; k = 1, \ldots, n_1$. For pairs in the main study, only apparent exposure is observed, which we denote by $A_{1k}$ for the case in the $k$th pair and $A_{2k}$ for the control. Let

$$\eta_{lk} = \sum_{i=0}^{1} \Pr(E_{1k} = i) \cdot \Pr(A_{1k} = l \mid E_{1k} = i) = \sum_{i=0}^{1} \Pr(E_{1k} = i) \cdot \phi_{il}^l(1 - \phi_{il})^{1-l} \quad (22)$$

and

$$\psi_{mk} = \sum_{j=0}^{1} \Pr(E_{2k} = j) \cdot \Pr(A_{2k} = m \mid E_{2k} = j) = \sum_{j=0}^{1} \Pr(E_{2k} = j) \cdot \phi_{jm}^m(1 - \phi_{jm})^{1-m} \quad (23)$$

for $l = 0, 1; m = 0, 1; k = n_1 + 1, \ldots, N$. Then the sampling model for the main study is

$$\Pr(A_{1k} = l) = \eta_{lk} \quad (24)$$

for cases and

$$\Pr(A_{2k} = m) = \psi_{mk} \quad (25)$$

for controls ($l = 0, 1; m = 0, 1; k = n_1+1, \ldots, N$). Equations (21)–(25) determine the likelihood for the main study.

Prior distributions for the $\phi_{il}$, $\delta_1$, $\delta_2$ and $\beta_1, \ldots, \beta_N$ must be specified. The part of the model that relates to misclassification is the same as Models 1 and 2 so, from equation (14),...
the prior distribution for the $\phi_{il}$ is taken as

$$f(\phi_{11}, \phi_{01}, \phi_{10}, \phi_{00}) \propto \prod_{i=0}^{1} \prod_{l=0}^{1} \phi_{il}^{\alpha_{0} - 1}(1 - \phi_{il})^{\alpha_{1} - 1}. \quad (26)$$

Following Ghosh et al., diffuse prior distributions are used for $\delta_{1}$ and $\delta_{2}$:

$$\delta_{i} \sim N(0, 10^5) \quad \text{for} \ i = 1, 2. \quad (27)$$

Again following Ghosh et al., $\beta_{k}$ are given the hierarchical prior structure:

$$\beta_{k} \sim N(0, \tau^{-1}) \quad \text{for} \ k = 1, \ldots, N \quad (28)$$

and

$$\tau \sim \text{gamma}(a, b). \quad (29)$$

The number of parameters in Model 3 grows in direct proportion to the sample size, giving a likelihood that is not well-behaved; for example, the maximum likelihood estimator of $\delta_{1} - \delta_{2}$ is inconsistent. A consequence is that choosing an uninformative prior distribution for $\tau$ is difficult. An equivalent way of expressing (29) is to say that $2b\tau$ has a $\chi^2$ distribution on $2a$ degrees of freedom. Hence, the value of $a$ and $b$ should be small if the prior distribution is to convey little information and a common choice (the standard choice in examples in WinBUGS) is to set $a = b = 0.001$. However, the example in Section 5 illustrates that the estimate of the odds ratio and, in particular, the posterior precision of $\tau$ are sensitive to the values of $a$ and $b$, even when these are both small. We defer discussion of the choice of $a$ and $b$ to Section 5.

As with Models 1 and 2, the posterior distribution cannot be determined but MCMC methods can be used to generate a sequence of observations from the posterior distribution. The odds ratio is $\exp(\delta_{1} - \delta_{2})$ (equation (8)) and this is calculated at each iteration.

4. THE 1:M MATCHED CASE-CONTROL MODEL

In some matched case-control studies, more than one control is matched with each case. In this section, suppose each case is matched with $M$ controls. Extending earlier definitions, let $E_{1}$ and $E_{2}$ denote the number of cases and controls in a matched set who have been truly exposed, so $E_{1}$ equals 0 or 1 while $E_{2}$ equals 0, 1 \ldots or $M$. Also, let $A_{1}$ and $A_{2}$ denote the corresponding numbers for apparent exposure. Table III gives notation for the data, where $t_{ij}$ is the number
of matched sets in the validation subgroup for which \((E_1, E_2) = (i, j)\) and \(T_{ij}\) is the number of matched sets in the main study group for which \((A_1, A_2) = (i, j)\), \([i = 0, 1; j = 0, 1, \ldots, M]\). Notation for data on misclassification is unchanged and the data are summarised in Table I. (As there are now \(M\) controls in each matched set, \(x_{10} + x_{00} + y_{10} + y_{00} = MN\).)

4.1. Model 1

Let

\[
\theta_{ij} = \Pr[(E_1, E_2) = (i, j)] \text{ for } i = 0, 1; j = 0, 1, \ldots, M.
\]

Analogous to equation (3), the odds ratio for Model 1 is

\[
\text{OR} = \frac{\sum_{j=0}^{M} \theta_{1j}}{\sum_{j=0}^{M} \theta_{0j}} \cdot \frac{\sum_{j=0}^{M} (M - j)(\theta_{0j} + \theta_{1j})}{\sum_{j=0}^{M} j(\theta_{0j} + \theta_{1j})}.
\]

The counts from the validation study follow a multinomial distribution,

\[
(t_{1M}, \ldots, t_{10}, t_{0M}, \ldots, t_{00}) \sim \text{multinomial}(n_1; \theta_{1M}, \ldots, \theta_{10}, \theta_{0M}, \ldots, \theta_{00})
\]

and an uninformative (improper) prior distribution for the \(\theta_{ij}\) is assumed,

\[
f(\theta_{1M}, \ldots, \theta_{10}, \theta_{0M}, \ldots, \theta_{00}) \propto \prod_{i=0}^{M} \prod_{j=0}^{M} \theta_{ij}^{-1}.
\]

Given the data from the validation sub-study, \(D^*\) say, the posterior distribution for the \(\theta_{ij}\) is

\[
\theta_{1M}, \ldots, \theta_{10}, \theta_{0M}, \ldots, \theta_{00} | D^* \sim \text{Dirichlet}(t_{1M}, \ldots, t_{10}, t_{0M}, \ldots, t_{00}),
\]

which is proper provided \(t_{ij} \geq 1\) for \(i = 0, 1; j = 0, \ldots, M\). The analysis of misclassification rates is essentially unchanged. As before, we assume the \(\phi_{il}\) are independent and identically distributed in the prior distribution, with \(\phi_{il} \sim \text{beta}(\alpha_0, \alpha_1)\) for \(i = 0, 1; l = 0, 1\). Then (16) gives the posterior distribution of the \(\phi_{il}\) and they are mutually independent and independent of the \(\theta_{ij}\).

For the second stage of the analysis, extending equation (19) we put

\[
p_{lm} = \sum_{i=0}^{1} \sum_{j=0}^{M} \theta_{ij} \cdot \Pr[(A_1 = l | E_1 = i; D = 1)] \cdot \Pr[(A_2 = m | E_2 = j; D = 0)]
\]

\[
= \sum_{i=0}^{1} \sum_{j=0}^{M} \sum_{h=0}^{j} \theta_{ij} \cdot \phi_{i1}^{l}(1 - \phi_{i1})^{1-l} \cdot \binom{j}{h} \phi_{10}^{h}(1 - \phi_{10})^{j-h} \binom{M-j}{m-h} \phi_{00}^{m-h}(1 - \phi_{00})^{M-j-m+h},
\]

(33)
for \( l = 0, 1; m = 0, 1, \ldots, M \), where
\[
\binom{M - j}{m - h} = 0
\]
for \( m - h < 0 \) or \( M - j < m - h \). The prior distribution for the second stage is given by the product of the distributions in equations (16) and (32), and the sampling model is
\[
(T_{1M}, \ldots, T_{10}, T_{0M}, \ldots, T_{00}) \sim \text{multinomial}(N - n_1; p_{1M}, \ldots, p_{10}, p_{0M}, \ldots, p_{00}). \tag{34}
\]

Samples from the posterior distribution are obtained using MCMC methods. The values of the \( \theta_{ij} \) (\( i = 0, 1; j = 0, \ldots, M \)) and the \( \phi_{il} \) (\( i = 0, 1; l = 0, 1 \)) are stored at each iteration of the chain and, from them, estimates of the odds ratio at each iteration are determined using equation (30).

### 4.2. Model 2

For the logistic model, individual matched sets must be identified. For the \( k \)th set (c.f. equation (4)), define
\[
\theta_{ijk} = \Pr[(E_{1k}, E_{2k}) = (i, j)] \quad \text{for} \ i = 0, 1; j = 0, 1, \ldots, M; k = 1, \ldots, N.
\]
Extending the notation in equation (6), let \( \exp(\beta_k + \delta_1)/(1 + \exp(\beta_k + \delta_2)) \) denote the probability that any specified control in the \( k \)th set is exposed. Then, assuming conditional independence (given \( \beta_k \)),
\[
\theta_{ijk} = \frac{\{\exp(\beta_k + \delta_1)\}^i}{1 + \exp(\beta_k + \delta_1)} \frac{M!}{j!(M - j)!} \frac{\{\exp(\beta_k + \delta_2)\}^j}{\{1 + \exp(\beta_k + \delta_2)\}^M}
\]
\[
= \exp(i\delta_1 + j\delta_2) \frac{M!}{j!(M - j)!} \Lambda \exp\{(i + j)\beta_k\} \tag{35}
\]
for \( i = 0, 1; j = 0, 1, \ldots, M; k = 1, \ldots, N \), where \( \Lambda = \left[\{1 + \exp(\beta_k + \delta_1)\}\{1 + \exp(\beta_k + \delta_2)\}\right]^{M-1} \).

Letting \( \mathcal{E} \) denote expectation over \( \beta_k \),
\[
\theta_{ij} = \mathcal{E}[\theta_{ijk}] = \exp(i\delta_1 + j\delta_2) \frac{M!}{j!(M - j)!} \mathcal{E}[\Lambda \exp\{(i + j)\beta_k\}] \tag{36}
\]
for \( i = 0, 1; j = 0, 1, \ldots, M \).

The standard frequentist estimate of the OR for 1:M matched studies is the Mantel-Haenszel estimate, which is obtained by replacing the \( \theta_{ij} \) by their frequentist estimates\(^{28}\) in the equation,
\[
OR = \frac{\sum_{j=0}^{M} (M - j)\theta_{1j}}{\sum_{j=0}^{M} j\theta_{0j}}. \tag{37}
\]
For Model 2, we estimate the odds ratio from equation (37) with the $\theta_{ij}$ defined in equation (36). Now, from equation (36),

$$\exp(\delta_1 - \delta_2) = \frac{(M - j)\theta_{ij}}{(j + 1)\theta_{0(j+1)}} \quad \text{for} \quad j = 0, \ldots, M - 1.$$ (38)

Also, $(M - j)\theta_{1j} = 0$ for $j = M$ and $j\theta_{0j} = 0$ for $j = 0$. Hence the odds ratio for Model 2 will satisfy $OR = \exp(\delta_1 - \delta_2)$, as it should.

The $\theta_{ij}$ must satisfy various constraints if the logistic model holds. From equation (38), we may put

$$\lambda = \frac{M\theta_{10}}{\theta_{01}} = \ldots = \frac{(M - j)\theta_{1j}}{(j + 1)\theta_{0(j+1)}} = \ldots = \frac{\theta_{1(M-1)}}{M\theta_{0M}}.$$ (39)

Note that $\lambda$ is the estimator of the odds ratio given by equation (37). Also, from Schwartz’ inequality,

$$E[\Lambda \exp(j\beta_k)] \cdot E[\Lambda \exp((j+2)\beta_k)] \geq (E[\Lambda \exp((j+1)\beta_k)])^2,$$ so equation (36) implies that $\theta_{0j}\theta_{1(j+1)} \geq \theta_{0(j+1)}\theta_{1j}$ for $j = 0, \ldots, M - 1$. Hence, for the logistic model the $\theta_{ij}$ must also satisfy the constraints,

$$\frac{\theta_{00}}{\theta_{10}} \geq \ldots \geq \frac{\theta_{0j}}{\theta_{1j}} \geq \ldots \geq \frac{\theta_{0M}}{\theta_{1M}}.$$ (40)

The equalities in equation (39) enable Model 2 to be reparameterised with fewer parameters. Letting $\zeta_j = \theta_{0j} + j\lambda\theta_{0j}/(M - j + 1)$ for $j = 0, 1, \ldots, M$ and $\zeta_{M+1} = \theta_{1M}$ gives

$$\theta_{0j} = \frac{(M - j + 1)}{M - j + 1 + j\lambda}\zeta_j \quad \text{for} \quad j = 0, 1, \ldots, M.$$ (41)

and

$$\theta_{1(j-1)} = \frac{j\lambda}{M - j + 1 + j\lambda}\zeta_j \quad \text{for} \quad j = 1, \ldots, M + 1.$$ (42)

Also, we have that $\sum_{j=0}^{M+1} \zeta_j = \sum_{i=0}^{1} \sum_{j=0}^{M} \theta_{ij} = 1$. Let $\zeta = (\zeta_0, \ldots, \zeta_{M+1})$. From (41) and (42), Model 2 can be parametrized in terms of $\lambda$ and $\zeta$ and straightforward algebra shows that the constraints

$$\frac{(M - j + 1 + j\lambda)^2}{(M - j + 2 + (j - 1)\lambda)(M - j + (j + 1)\lambda)} \cdot \frac{j + 1}{j} \cdot \frac{M - j + 2}{M - j + 1} \geq \frac{\zeta_j^2}{\zeta_{j-1}\zeta_{j+1}}$$ (43)

for $j = 1, \ldots, M$ are equivalent to the constraints given in (40).

A disadvantage of these constraints is that, for some values of $\zeta$, they restrict the values that $\lambda$ can take to the union of two disjoint intervals. This seems undesirable, especially as
the intervals would not include \( \lambda = 1 \), which is *a priori* a plausible value of \( \lambda \), as \( \lambda \) is the odds ratio. Rather than (43), we impose the constraint

\[
\frac{j + 1}{j} \cdot \frac{M - j + 2}{M - j + 1} \geq \frac{\zeta_j^2}{\zeta_{j-1}\zeta_{j+1}},
\]

for \( j = 1, \ldots, M \). This is more restrictive on the values which \( \zeta \) can take than the constraint in (43), since

\[
(M - j + 1 + j\lambda)^2 / [(M - j + 2 + (j - 1)\lambda)(M - j + (j + 1)\lambda)] \geq 1.
\]

When \( \zeta \) satisfies (44), the values that \( \lambda \) can take are unrestricted.

In the first stage of the analysis the data are from the validation sub-study. From equation (31), the likelihood (\( L^* \)) is

\[
L^* = \zeta_{00}^{t_{00}} \zeta_{M+1}^{t_{1M}} \prod_{j=1}^{M} \left[ \frac{M - j + 1}{M - j + 1 + j\lambda} \zeta_j \right]^{t_{0j}} \left[ \frac{j\lambda}{M - j + 1 + j\lambda} \zeta_j \right]^{t_{1(j-1)}}.
\]

Let \( J(\zeta) \) be an indicator function that equals 1 when \( \zeta \) satisfies the constraint in (44); \( J(\zeta) = 0 \) otherwise. We assume an improper uninformative prior distribution,

\[
f(\lambda, \zeta) \propto J(\zeta) \lambda^{-1} \prod_{j=0}^{M+1} \zeta_j^{-1},
\]

which is \( J(\zeta) \) multiplied by the standard diffuse prior distribution for positive-valued parameters. Combining (45) and (46), in the posterior distribution,

\[
f(\zeta | D^*) \propto J(\zeta) \zeta_{00}^{-t_{00}-1} \prod_{j=1}^{M} \zeta_j^{t_{0j}+t_{1(j-1)}-1} \zeta_{M+1}^{-1},
\]

which is \( J(\zeta) \) multiplied by the kernel of a Dirichlet distribution. Independently of \( \zeta \),

\[
f(\lambda | D^*) \propto \lambda^{-1} \prod_{j=1}^{M} \left[ \frac{M - j + 1}{M - j + 1 + j\lambda} \right]^{t_{0j}} \left[ \frac{j\lambda}{M - j + 1 + j\lambda} \right]^{t_{1(j-1)}}.
\]

In the second stage of the analysis, the data are the apparent exposures in the main study. The prior marginal distribution for the misclassification rates (\( \phi_{il} \)) are given in equation (16), as for Model 1, and the prior marginal distributions for \( \zeta \) and \( \lambda \) are given by (47) and (48). The product of these marginal distributions forms the prior distribution. To obtain the likelihood, the \( p_{ilm} \) in equation (33) are expressed in terms of \( \zeta \) and \( \lambda \) by substituting for the \( \theta_{ij} \) using equations (41) and (42). Then the likelihood is obtained from (34). Combining the likelihood and prior distribution is again intractable analytically but a random sample can be
obtained from the posterior distribution using MCMC methods. While running the MCMC sampler, the constraints in (44) are imposed. At each iteration of the chain, an estimate of the OR is determined from equations (37), (41) and (42).

Implementation of the above method using software such as WinBUGS is a little tricky because the distribution in (48) is not a standard form. The method we use to handle this problem is outlined in Appendix 1.

4.3. Model 3

The analysis for Model 3 is unchanged. There is a single $\beta_k$ for each matched set ($k = 1, \ldots, N$) and, conditional on the $\beta_k$, the data for each individual are independent. The likelihood is given by equations (21)–(25), the prior distribution is given by (26)–(29), and the odds ratio by equation (8).

5. EXAMPLES AND COMPARISONS

In this section, use of the methods proposed here is illustrated by applying them to data about smoking and myocardial infarct (MI). The data set has not previously been examined in relation to recall bias, but it has been reported elsewhere. The original study looked at MI and smoking in 103 cases and 309 controls matched on date of birth (within 6 months). A control had to be under observation when the case was diagnosed with the infarct, have no history of MI at this time and be recruited by a different GP to the case. Owen-Smith et al. compared the effects of smoking at recruitment (in 1968), from doctors’ records, to smoking at follow-up (in 1995). Subjects’ recall of whether they smoked at the time of recruitment was ascertained from questioning them at follow-up. Therefore we have full information on smoking according to both the doctor’s record and the patient’s recall for all 412 patients. The doctor’s record is treated as a gold standard measure and we suppose a patient’s recall is potentially misclassified.

The data were first used to obtain a 1:1 matched-pairs study by taking the case and the first of the three controls available in the original data. To create a data set in which recall bias is relevant, we randomly selected 50 of the 103 case-control sets and assigned them to be the validation sub-study, and assigned the rest to be the main study. We ignored the doctors’ records of smoking for the 53 sets in the main study as if these data were unknown.
The resulting data set is summarised in Tables IV and V, and shows a modest amount of misclassification, with a greater degree of misclassification for the controls than for the cases. Table V indicates that matching has not been very effective as there is little association between the exposure states within a pair.

The three models described in Section 3 were fitted to the data using the WinBUGS software for MCMC. The priors used in the models were varied in order to assess the sensitivity of the posterior distribution to different choices of ‘uninformative’ prior distribution. For Models 1 and 2, the uninformative prior distributions that were used are \( \alpha_0 = \alpha_1 = \gamma = 0 \), which gives improper prior distributions, and \( \alpha_0 = \alpha_1 = \gamma = 1 \), which gives prior distributions that are flat and proper. For Model 3, the same choice of prior distributions were used for the \( \phi_{il} \), but parameters for the prior distribution of \( \tau \) must still be specified. The latter prior distribution is assumed to have the form, \( \tau \sim \text{gamma}(a, b) \), and in the first instance we put \( a = 0.5 \) and \( b = 0.5 \), which is reasonably uninformative. For Model 1, a burn-in phase of 1000 iterations was clearly adequate for convergence and a further 10,000 iterations were run. For Model 2, 20,000 iterations were run after a burn in of 10,000. For Model 3, convergence was sluggish and 10,000 iterations were used as a burn-in phase, followed by a further 50,000 iterations. For each model the mean of the log odds ratio (LOR) was determined, together with a 95% credible interval for the LOR.

For comparison with the Bayesian methods, the Mantel-Haenszel (M-H) maximum likelihood method proposed by Greenland was also applied to the data, using the same selected 50 pairs as an external validation study. All 103 pairs were included in the main study as Greenland’s method re-uses the validation data in the analysis of the main study. Let \( \underline{p} = (p_{11}, p_{01}, p_{10}, p_{00})' \) and let \( \Phi \) be a \( 4 \times 4 \) matrix whose elements are the \( \phi_{il} \) arranged so that \( \underline{p} = \Phi \underline{\theta} \) is equivalent to equation (19). Greenland refers to \( \Phi \) as a classification matrix; let \( \mathcal{C} \) denote its maximum likelihood estimate given by the validation sub-study data. Let \( \mathcal{T} = (T_{11}^v, T_{01}^v, T_{10}^v, T_{00}^v)' \), where \( T_{ij}^v \) is the combined total number of pairs in the sub-study and main study for which \( (A_1, A_2) = (i, j) \). Also, let \( \underline{t} = N \underline{\theta} \); \( N \) is the number of pairs in the whole study. Then, assuming the classification matrix is invertible (which it should be for a reasonable classification method), an estimate of \( \underline{t} \) is \( \hat{\underline{t}} = \mathcal{C}^{-1} \mathcal{T} \). An asymptotic first-order estimator of \( \text{var}(\hat{\underline{t}}) \) was derived by Greenland. The formula for the matrix estimator appears simple, but contains complex functions of the true classification rates and the covari-
variances among the estimated classification rates. If the uncertainty in the estimated classification rates is negligible then the asymptotic estimator reduces to a simple function of the classification matrix and the estimated variance-covariance of the disease-apparent exposure cell-counts, \( \text{var}(\hat{t}) = C^{-1}(\text{var}(T))C^{-1} \), asymptotically. The log odds ratio is estimated using equation (9) and its variance is readily obtained from \( \text{var}(\hat{t}) \).

The M-H method was applied using matrix multiplication in S-Plus, and the maximum likelihood of the LOR and a 95% confidence interval for it were calculated. The M-H maximum likelihood method was designed to be used with an external validation study and the version developed by Greenland\(^5\) which we have used for the confidence intervals does not allow for any uncertainty in the misclassification probabilities from the validation study. Allowing for this uncertainty would greatly increase the complexity of the method.

Results are presented in Table VI. The first two rows of the table relate to analysis for the situation described above, with a sub-study of 50 pairs and a main study of the remaining 53 pairs. The first row is for the improper prior \((\alpha_0 = \alpha_1 = \gamma = 0)\) and its results are similar to those given in the second row for the flat prior \((\alpha_0 = \alpha_1 = \gamma = 1)\), suggesting that the precise form of the uninformative prior distribution for the \( \phi_{il} \) and \( \theta \) is of little importance if there are adequate sample data. Methods were also applied to (a) the actual data, so that gold-standard values were available for all pairs; and (b) to the data from patient’s recall, but treating these data as if they were not subject to misclassification. Results for these two data sets are given in the bottom two rows of Table VI.

The table indicates that the choice of model had limited effect on the point estimate of the LOR. When the prior for \( \tau \) with Model 3 is \( \tau \sim \text{gamma}(0.5, 0.5) \), that model gave estimates higher than Model 1, which in turn gave estimates higher than Model 2, but the observed differences between models are small. The estimates from Model 2 and M-H maximum likelihood are both based just on those pairs in which the case smoked but the control did not, or vice-versa. Hence, differences between these estimates result largely from the use the methods make of the gold-standard measurements. Model 2 uses them to help estimate the LOR, while the maximum likelihood method uses them only to estimate misclassification rates and uses the apparent exposures from both the validation sub-study and the main study to estimate the OR. To incorporate the gold-standard measurements into the estimation of the LOR within the M-H maximum likelihood method would require substantial revision of the
method previously presented by Greenland. The last two rows of Table VI show that the gold-standard measurements gave a slightly higher estimate of the LOR than the measurements derived from the recall of subjects. The widths of credible intervals were also similar for all models, which is perhaps surprising, since stronger assumptions often lead to narrower credible intervals, and Model 3 makes stronger assumptions than Model 2, which in turn makes stronger assumptions than Model 1. The “true” LOR, obtained with full knowledge of the true exposures, was always comfortably within both the credible intervals from the Bayesian analyses and the confidence intervals from maximum likelihood.

A sensitivity analysis was conducted for Model 3 to examine the impact of varying the prior distribution of $\tau$. This prior distribution is gamma$(a, b)$ and values $(a, b) = (0.001, 0.001), (0.1, 0.1), (0.5, 0.5), (1.0, 1.0), (0.5, 2.0),$ and $(1.5, 5)$ were examined. Results are presented in Table VII for both the cases $\alpha_0 = \alpha_1 = \gamma = 0$ and $\alpha_0 = \alpha_1 = \gamma = 1$. The table shows that the estimate of the Log OR and its credible interval are little affected by the values of $a$ and $b$, although there is a detectable difference between $\tau \sim \text{gamma}(0.001, 0.001)$ and $\tau \sim \text{gamma}(0.1, 0.1)$. This difference is perhaps surprising, as these gamma distributions both ostensibly convey little information - they are equivalent to $\chi^2$ distributions on 0.002 and 0.2 degrees of freedom, respectively.

The choice of $a$ and $b$ has a major impact on the posterior estimate of $\tau$, with the posterior mean varying from 0.77 to 157.7. The width of the credible interval for $\tau$ is also alarmingly large when $a$ and $b$ are very small. These results show that the sample data provide very little information about the value of $\tau$, otherwise the data would swamp the small amount of information contained in the prior distribution. Consequently, in implementing Model 3 it seems sensible to use an informative prior distribution for $\tau$ that reflects background knowledge and to examine the sensitivity of estimates to a range of reasonable choices for this prior distribution. Ghosh et al.\textsuperscript{19} chose $\tau \sim \text{gamma}(2.5, 1.5)$ and $\tau \sim \text{gamma}(1.5, 5)$, describing the latter as a diffuse distribution. Like us, they found the choice of prior distribution for $\tau$ had a marked effect on its posterior distribution and little effect on the estimate of Log OR, which is the quantity of most interest.

The results in Table VII also examine the sensitivity of estimates to the values of $\alpha_0$, $\alpha_1$ and $\gamma$, the parameters of the prior distribution of $(\theta, \phi_{11}, \phi_{01}, \phi_{10}, \phi_{00})$. Whether their values were set equal to 0 or 1 seldom had much effect on the posterior estimate of the Log
OR or any parameters. An exception arose when the prior distribution for \( \tau \) specified \( \tau \sim \text{gamma}(0.001, 0.001) \), when the posterior distribution of \( \tau \) is very volatile and was affected substantially by changes in \( \alpha_0, \alpha_1 \) and \( \gamma \). In summary, the sensitivity analysis suggests that which prior distribution is chosen for \( \tau \) is important, while which diffuse distribution is taken as an uninformative prior distribution for \( (\theta, \phi_{11}, \phi_{01}, \phi_{10}, \phi_{00}) \) generally matters little.

Bayesian and frequentist methods were also applied to the full data set, in which there are three controls for each case. Fifty sets were again randomly selected as the validation group and the remaining 53 sets formed the main study group. The resulting data are summarized in Table VIII. The three Bayesian models were fitted using the methods described in Section 4 and in the prior distribution we set \( \alpha_0 = \alpha_1 = 0 \) as a non-informative prior. For Model 3, \( \tau \) was given the prior distribution \( \tau \sim \text{gamma}(0.5, 0.5) \). Burn-in phases of 10,000 iterations were used for each model, followed by a further 20,000 iterations for Model 1 and a further 50,000 iterations for each of Models 2 and 3. The M-H maximum likelihood estimates of the LOR were also calculated, again using the method given by Greenland\(^5\). As well as the actual data, the methods were also applied to the full set of gold-standard data, and to the data based on patients’ recall, ignoring the possibility of misclassification with the latter. Results are given in Table IX.

The table shows that Models 1 and 3 and M-H maximum likelihood gave similar log odds ratios to each other and Model 2 gave a slightly higher Log OR, but differences could be due to random variation in the data. There are many ways of partitioning the 103 matched sets into a validation sub-study of 50 sets and a main study of 53 sets, and simulations were repeated for a further three partitions. For these other partitions, Model 2 gave Log OR estimates of 1.244, 1.116, and 1.366, which are noticeably smaller than the value of 1.515 that was found with the first partition. The greater number of controls result in credible intervals that are about 30% narrower than in Table VI, where only one control was used for each case. Again, the widths of credible intervals are very similar for the three models and comfortably contain the estimates of LOR that were obtained when gold-standard information on all individuals was used.

6. NON-DIFFERENTIAL MISCLASSIFICATION

For some data sets it is appropriate to assume misclassification is non-differential, so that cases and controls have identical misclassification rates. The methods developed in Sections 3 and 4...
address the slightly more complicated situation where misclassification is differential, but they are readily adapted to handle the non-differential case, as follows.

With non-differential misclassification, \( \phi_{i0} = \phi_{i1} \) for each \( i = 0, 1 \). Hence, the definitions given by equation (11) are replaced by

\[
\phi_i = \Pr(A = 1 \mid E = i, D = 1) = \Pr(A = 1 \mid E = i, D = 0)
\]
for \( i = 0, 1 \). In addition, equation (16) is replaced by

\[
\phi_i \mid D \sim \text{beta}(\alpha_0 + x_{i0} + x_{i1}, \alpha_1 + y_{i0} + y_{i1})
\]

for \( i = 0, 1 \), and (26) is replaced by

\[
f(\phi_0, \phi_1) \propto \prod_{i=0}^{1} \phi_i^{\alpha_0-1}(1 - \phi_i)^{\alpha_1-1}.
\]

Also, we replace \( \phi_{i0} \) and \( \phi_{i1} \) by \( \phi_i \) (\( i = 0, 1 \)) in equations (19), (22), (23) and (33). The methods are otherwise unchanged.

7. CONCLUDING COMMENTS

Three different Bayesian models have been described for analyzing matched case-control studies. The models differ in the assumptions they make and which of them is the more appropriate to use in practice will depend upon characteristics of the data being analyzed. When there is a single control for each case, then the condition given in equation (10) should be compared with the data. If this condition does not seem to hold, it suggests that the logistic model does not fit the data and that Model 1 should be preferred to Models 2 and 3. Similarly, when there is more than one control for each case, then the conditions given in equations (39) and (40) should appear to hold if a logistic model fits the data; otherwise Model 1 is again to be preferred. In contrast, when the logistic model seems to fit the data well, then either (or both) Model 2 and Model 3 should be used. Model 3 requires an informative prior distribution for \( \tau \) to be specified and can be sensitive to the distribution that is chosen. Hence, Model 3 should only be used if prior knowledge enables a realistic prior distribution for \( \tau \) to be specified, or if a set of plausible prior distributions can be specified and inferences about the odds ratio are insensitive to which distribution from the set is chosen. Otherwise, Model 2 is to be preferred to Model 3. Model 2 also has the advantage that it is the model that is
most similar to the standard frequentist model, while avoiding the computational difficulties in handling misclassification that arise with the more sophisticated frequentist methods.

The approaches described in this paper could be applied to more complex situations, such as those in which there are covariates. In principle, a perfectly measured binary or categorical covariate could easily be accommodated in Models 1 or 2. For a binary covariate, this would double the number of cell combination counts required for the summary validation and main study data. The complexity of the model would not greatly increase. The limiting factor on the number of covariates that could be included would be ensuring sufficient observations in each combination so that the estimates of misclassification rates were not based on very small or zero cells. If the cell counts become very small, misclassification for certain disease and covariate combinations would not occur in the validation study and so would only be poorly addressed in the main study. Model 3 has the potential to be extended to more complex situations than the other two models because it considers each individual separately, rather than using summary statistics. The introduction of both categorical and continuous covariates should be reasonably straightforward, but further work is needed in this area.

The methods given in this paper can all be implemented using WinBUGS software and programs that implement the methods for matched pairs are given at http://mcs-notes1.open.ac.uk:8080/repository/StatsPublications1.nsf/$$ViewTemplate %20for%20Supporting%20Material?OpenForm, where programs used in Section 5 for three controls per case are also available. Where data values are needed in the programs, those given in Tables V and VIII are used. For the data set in Table V, the computer run-times for Model 1, Model 2 and Model 3 were 27 seconds, 81 seconds and 638 seconds, respectively, while for the data in Table VIII they were 557 seconds, 1231 seconds and 1300 seconds. These times are not prohibitively long, and the examples in Section 5 illustrate that the proposed methods are viable ways of analyzing matched case-control data.
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Appendix 1

Implementation of Model 2 when there are multiple controls

In Winbugs, using $f(\lambda \mid D^*)$ in equation (48) as a prior distribution for stage 2 of the analysis is difficult because $f(\lambda \mid D^*)$ is a non-standard distribution. For $j = 1, \ldots, M$ define

$$\xi_j \sim \text{bin}(t_{0j} + t_{1(j-1)}, (M - j + 1)/(M - j + 1 + j\lambda))$$

and suppose that the observed value of $\xi_j$ is $t_{0j}$. If $D^\#$ is the data set $\{\xi_1, \ldots, \xi_M\}$, then $f(\lambda \mid D^*) = f(\lambda \mid D^\#)$. Hence, $f(\lambda \mid D^*)$ is equivalent to the combination of the prior distribution $f(\lambda) \propto \lambda^{-1}$ and the (hypothetical) data $D^\#$. However this cannot itself be implemented in WinBUGS because improper prior distributions such as $f(\lambda) \propto \lambda^{-1}$ are not allowed.

Instead, pick a value of $j$, say $j^*$, for which $t_{0j}$ and $t_{1(j-1)}$ are both positive (we actually choose $j^*$ so that the minimum of $t_{0j}$ and $t_{1(j-1)}$ is as large as possible). Define $w$ by

$$w = \frac{M - j^* + 1}{M - j^* + 1 + j^*\lambda}$$

and suppose $w$ has a beta distribution, $w \sim \text{beta}(c_0, c_1)$. Then $f(\lambda) \propto \lambda^{-1}$ if $c_0 \to 0$ and $c_1 \to 0$. As $c_0 \to 0$ or $c_1 \to 0$, the distribution of $w$ becomes improper but the distribution of $w \mid \xi_{j^*} = t_{0j^*}$ is proper and has the standard form

$$(w \mid \xi_{j^*} = t_{0j^*}) \sim \text{beta}(t_{0j^*}, t_{1(j^* - 1)}).$$

Let $D^\#_{\backslash j^*}$ denote the data $D^\#$ with information about $\xi_{j^*}$ deleted. Then, for WinBUGS, we specify that $w$ has a prior distribution $\text{beta}(t_{0j^*}, t_{1(j^* - 1)})$ and add the hypothetical data $D^\#_{\backslash j^*}$ to the real data from the second stage of the analysis. This is equivalent to using $f(\lambda \mid D^*)$ (with no hypothetical data) as the prior distribution for the second stage.
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Table I. Counts for a Matched Pairs Study with Misclassified Exposure Data

<table>
<thead>
<tr>
<th>Apparent exposure</th>
<th>Validation study group</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(A)</td>
<td>Cases (D = 1)</td>
<td>E = 1</td>
<td>E = 0</td>
</tr>
<tr>
<td></td>
<td>Controls (D = 0)</td>
<td>E = 1</td>
<td>E = 0</td>
</tr>
<tr>
<td>1</td>
<td>x₁₁ x₀₁</td>
<td>x₁₀</td>
<td>x₀₀</td>
</tr>
<tr>
<td>0</td>
<td>y₁₁ y₀₁</td>
<td>y₁₀</td>
<td>y₀₀</td>
</tr>
</tbody>
</table>

Table II. Counts for a Matched Pairs Study with Misclassified Exposure Data

<table>
<thead>
<tr>
<th>Validation study group</th>
<th>Main study group</th>
</tr>
</thead>
<tbody>
<tr>
<td>True exposure</td>
<td>Apparent exposure</td>
</tr>
<tr>
<td>E₂ = 1</td>
<td>A₁ = 1</td>
</tr>
<tr>
<td>E₂ = 0</td>
<td>A₁ = 0</td>
</tr>
<tr>
<td>t₁₁ t₁₀</td>
<td>T₁₁ T₁₀</td>
</tr>
<tr>
<td>t₀₁ t₀₀</td>
<td>T₀₁ T₀₀</td>
</tr>
</tbody>
</table>

Table III. Counts for a 1:M Matched Study with Misclassified Exposure Data

<table>
<thead>
<tr>
<th>Validation study group</th>
<th>Main study group</th>
</tr>
</thead>
<tbody>
<tr>
<td>True exposure</td>
<td>Apparent exposure</td>
</tr>
<tr>
<td>E₂ = M</td>
<td>A₂ = 1</td>
</tr>
<tr>
<td>. . .</td>
<td>A₂ = 0</td>
</tr>
<tr>
<td>t₁,M t₁₁</td>
<td>T₁,M T₁₁</td>
</tr>
<tr>
<td>. . .</td>
<td>. . .</td>
</tr>
<tr>
<td>t₀,M t₀₁</td>
<td>T₀,M T₀₁</td>
</tr>
<tr>
<td>. . .</td>
<td>. . .</td>
</tr>
</tbody>
</table>
Table IV. Counts for OCS 1:1 Matched Study with Misclassified Smoking Exposure

<table>
<thead>
<tr>
<th>Apparent exposure</th>
<th>Validation study group</th>
<th>Controls (D = 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A)</td>
<td>Cases (D = 1)</td>
<td>E = 1</td>
</tr>
<tr>
<td>1</td>
<td>27</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>20</td>
</tr>
</tbody>
</table>

Table V. Counts for OCS 1:1 Matched Study with Misclassified Smoking Exposure

<table>
<thead>
<tr>
<th>Validation study group</th>
<th>Main study group</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Controls (D = 0)</td>
<td>Apparent Controls (D = 0)</td>
</tr>
<tr>
<td>exposure</td>
<td>exposure</td>
</tr>
<tr>
<td>Cases (D = 1)</td>
<td>E1 = 1</td>
</tr>
<tr>
<td>(D=1)</td>
<td>E1 = 0</td>
</tr>
</tbody>
</table>

Table VI. LOR Estimates and 95% Credible/Confidence Intervals for the OCS Matched Pairs Example

<table>
<thead>
<tr>
<th>Prior/ Data Set</th>
<th>Model 1 (11000 iterations)</th>
<th>Model 2 (30000 iterations)</th>
<th>Model 3a (60000 iterations)</th>
<th>M-H Maximum Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log OR</td>
<td>Log OR</td>
<td>Log OR</td>
<td>Log OR conf. int.</td>
</tr>
<tr>
<td>B(0, 0)b</td>
<td>1.383 0.678–2.102</td>
<td>1.477 0.750–2.256</td>
<td>1.499 0.769–2.276</td>
<td>1.272f 0.506–2.038</td>
</tr>
<tr>
<td>B(1, 1)c</td>
<td>1.278 0.592–1.996</td>
<td>1.369 0.651–2.129</td>
<td>1.481 0.733–2.278</td>
<td></td>
</tr>
<tr>
<td>Gold Stan. d</td>
<td>1.289 0.876–1.702</td>
<td>1.357 0.930–1.798</td>
<td>1.438 0.862–2.076</td>
<td>1.242g 0.625–1.859</td>
</tr>
<tr>
<td>Recall e</td>
<td>1.247 0.823–1.678</td>
<td>1.299 0.887–1.726</td>
<td>1.363 0.706–1.978</td>
<td>1.121g 0.538–1.703</td>
</tr>
</tbody>
</table>

- **a** Prior distribution used for the precision: $\tau \sim$ gamma$(0.5, 0.5)$.
- **b** $\alpha_0 = \alpha_1 = \gamma = 0$ in the prior; 50 pairs in the validation sub-study and 53 pairs in the main study.
- **c** $\alpha_0 = \alpha_1 = \gamma = 1$ in the prior; 50 pairs in the validation sub-study and 53 pairs in the main study.
- **d** Using 103 gold standard values and $\alpha_0 = \alpha_1 = \gamma = 0$.
- **e** Treating apparent values as true values and $\alpha_0 = \alpha_1 = \gamma = 0$.
- **f** Calculated using ML with fixed differential misclassification estimates taken from the validation study.
- **g** From traditional Mantel-Haenszel formula with no misclassification.
Table VII. Sensitivity analysis for Model 3: LOR Estimates and 95% Credible/Confidence Intervals for the OCS Matched Pairs Example

<table>
<thead>
<tr>
<th>Prior for $\tau^a$</th>
<th>$\alpha_0 = \alpha_1 = \gamma = 0$</th>
<th>$\alpha_0 = \alpha_1 = \gamma = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log OR</td>
<td>cred. int.</td>
</tr>
<tr>
<td>(0.001, 0.001)</td>
<td>1.410</td>
<td>0.722–2.139</td>
</tr>
<tr>
<td>(0.1, 0.1)</td>
<td>1.458</td>
<td>0.747–2.202</td>
</tr>
<tr>
<td>(0.5, 0.5)</td>
<td>1.499</td>
<td>0.769–2.276</td>
</tr>
<tr>
<td>(1.0, 1.0)</td>
<td>1.526</td>
<td>0.767–2.313</td>
</tr>
<tr>
<td>(0.5, 2.0)</td>
<td>1.622</td>
<td>0.836–2.433</td>
</tr>
<tr>
<td>(1.5, 5.0)</td>
<td>1.685</td>
<td>0.888–2.521</td>
</tr>
</tbody>
</table>

$^a$ Parameters of gamma distribution. e.g. the first row is gamma(0.001, 0.001).

Table VIII. Counts for OCS 1:3 Matched Study with Misclassified Smoking Exposure

<table>
<thead>
<tr>
<th>True exposure</th>
<th>Validation study group</th>
<th>Main study group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_2 = 3$</td>
<td>$E_2 = 2$</td>
</tr>
<tr>
<td>Cases ($D=1$)</td>
<td>$E_1 = 1$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$E_1 = 0$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table IX. LOR Estimates and 95% Credible/Confidence Intervals for the OCS 1:3 Matched Sets Example

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3$^a$</th>
<th>M-H Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log OR</td>
<td>cred. int.</td>
<td>Log OR</td>
<td>cred. int.</td>
</tr>
<tr>
<td>Actual data</td>
<td>1.343</td>
<td>0.794–1.909</td>
<td>1.515</td>
<td>0.898–2.162</td>
</tr>
<tr>
<td>Gold Stan.$^c$</td>
<td>1.302</td>
<td>0.963–1.655</td>
<td>1.259</td>
<td>0.982–1.637</td>
</tr>
<tr>
<td>Recall$^e$</td>
<td>1.394</td>
<td>1.051–1.735</td>
<td>1.385</td>
<td>1.021–1.756</td>
</tr>
</tbody>
</table>

$^a$ Prior distribution used for the precision: $\tau \sim$ gamma(0.5,0.5).

$^b$ Calculated using ML with fixed differential misclassification estimates taken from the validation study.

$^c$ Using 103 gold standard values.

$^d$ From traditional Mantel-Haenszel formula with no misclassification.

$^e$ Treating apparent values as true values.