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Abstract:

Cluster validation is very important in cluster analysis because most cluster analysis methods partition the whole data set into clusters whether there is a clear clustering pattern in the data or not.  Especially, most methods don't distinguish between clear strongly separated clusters and weaker patterns, even though both of these may exist in the same data set.

The talk introduces two different methods for the validation of every single cluster in the data set.
The first method is graphical. Given a clustering, the data set can be projected onto a lower dimensional space in order to optimise the shown separation and homogeneity of a cluster. This can be used to asses whether a found cluster is a strong visible pattern in a data set.

The second method measures the stability of a cluster by bootstrapping a cluster stability statistic.

It will be demonstrated that stability, homogeneity and separation of a cluster don't necessarily coincide. They are essentially different aspects of cluster validity.
Tea/Coffee will be served before the talk.

