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10:00 a.m.
Professor Hannu Oja
University of Tampere, Finland
Scatter matrices and independent component analysis (ICA)
Abstract:
Assume that a random p-vector s has independent components and that 
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where A is a positive definite p x p matrix and b is a p-vector.  Assume that 
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 is a random sample from the distribution F of 
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.  In the independent component analysis (ICA) one tries to estimate a maxtrix B  such that Bx has independent components.  On the other hand, let S(F) or S(
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) be a scatter matrix (functional), that is, S(
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)  is a symmetric positive definite p x p matrix with the affine equivariance property:  
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  In the talk we show that the independent components may be found using two separate scatter matrices.

11:15 a.m.
Professor Dave Tyler
Rutgers University
Invariant coordinate selection (ICS): a robust statistical perspective on independent component analysis (ICA)
Abstract: 
In many disciplines, independent component analysis (ICA) has become a popular method for analyzing multivariate data. Independent component analysis typically assumes the observe data Y
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is generated by a nonsingular affine transformaton of independent components, i.e. Y = AZ where A is a nonsingular matrix and Z = (Z1, . . . ,Zp)’ consists of independent variables Z1, . . . ,Zp. The objective is to then estimate A and hence recover Z. 

Approaches for recovering Z have often been successful in exploring multivariate data in general, i.e. in cases where the ICA model may not be hold. The purpose of this talk is to provide some understanding as to why independent component analysis may work well as a general multivariate method. In particular, without reference to the ICA model, it can be noted that for some methods the recovered Z can be viewed as affine invariant coordinates.  That is, if we transform Y → Y* = BY + b for any nonsingular Y, then Z* = ΔZ+ c, where Δ is a nonsigular diagonal matrix. In other words, the standardized versions of the components Zj and Zj* are the same. Hence, the terminology independent coordinate selection (ICS).

Consequently, this leads to the development of a wide class of affine equivariant coordinatewise methods for multivariate data. Some methods to be discussed are affine equivariant principal components, robust estimates of multivariate location and scatter, affine invariant multivariate nonparametric tests, affine invariant multivariate distribution functions, and affine invariant coordinate plots. The affine equivariant principal components and the corresponding affine invariant coordinate plots can be regarded in a sense as projection pursuit without the pursuit. Several examples are given to illustrate the utility of the proposed methods.
Tea/Coffee will be available at 10:45 a.m.[image: image1.wmf]xAsb
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