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Statistics Group
Research Seminar
Dimension Selection with Independent Component Analysis and its Application to Prediction
Dr Inge Koch                                                                     School of Mathematics and Statistics                          University of New South Wales
    20th June 2008
                                                            11.00am
Room Q229, M Block
Abstract
We consider the problem of selecting the best or most informative dimension for dimension reduction and feature extraction in high-dimensional data.  We review current methods, and propose a dimension selector based on Independent Component Analysis which finds the most non-Gaussian lower-dimensional directions in the data.  A criterion for choosing the optimal dimension is based on bias-adjusted skewness and kurtosis.  We show how this dimension selector can be applied in supervised learning, both in a regression and classification framework.
*Everyone Welcome*
Tea and coffee will be available from 10.30am
