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Abstract
Many successful minimization algorithms employ quadratic models of the objective function that are updated automatically as the iterations proceed. The variables that minimize the current model may be close to those that minimize the given objective function even if the model is highly inaccurate. Further, the updating techniques can capture the information that is important to the position of the minimum without providing good overall accuracy in the model. Thus many functions of n variables can be minimized using only of magnitude n function values when n is large, although a quadratic model has (n+1)(n+2)/2 degrees of freedom. This achievement is illustrated well by the performance in practice of the author's software NEWUOA for unconstrained minimization without the calculation of any derivatives. Because of that success, the new algorithm BOBYQA has been developed from NEWUOA. The name denotes Bound Optimization BY Quadratic Approximation, all the variables being constrained by prescribed lower and upper bounds that are satisfied at every point where the objective function is calculated. The main differences between NEWUOA and BOBYQA are addressed briefly. Also the robustness of BOBYQA is demonstrated by some numerical examples.

*Everyone Welcome*
Tea and coffee will be available from 10.30am
