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Abstract

Recent methods in Bayesian simulation have provided ways of evaluating posterior distribution in the presence of analytically or computationally intractable likelihood functions.  Collectively known as approximate Bayesian computation, inference for this class of models based on rejection sampling or Markov chain Monte Carlo can be highly inefficient.  Sequential Monte Carlo type sampling algorithms offer a more general framework for dealing with such sampling inefficiencies.  We first present a variant of the sequential Monte Carlo sampler.  Our sampler uses a partial rejection control step, which is built into the mutation kernel, to deal with the problem of particle depletion which often occur with complex target distributions.  The new sampler can improve the variance of the incremental weights compared to the standard sampler.  We then show how this sampler can be adapted for likelihood free inference, and finally we demonstrate the utility of the algorithm via a toy example.
Tea and coffee will be available from 10.30 a.m
